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Abstract—Many emerging scientific and industrial applications greater than the time scales of Internet traffic engineesimdy
require transferring multiple Tbytes of data on a daily basis. congestion avoidance. Depending on the application, D8 da
Examples include pushing scientific data from particle acceler- are currently being serviced by either expensive dedicated

ators/colliders to laboratories around the world, synchronizing . . .
data-centers across continents, and replicating collections of Hig networks like the LHC Computing Grid, or by the postal

definition videos from events taking place at different time- System using hard drives and DVDs.

zones. A key property of all above applications is their ability 1SPs and DTB traffic: In this work we examine the potential
to tolerate delivery delays ranging from a few hours to a of sending DTB traffic over commercial ISPs that carry mostly
few days. SuchDelay Tolerant Bulk (DTB) data are currently regigential and corporate TCP traffic that is not tolerant to
being serviced mostly by the postal system using hard drives .

and DVDs, or by expensive dedicated networks. In this work !Ong dglays [3]' To handle the h‘f"rd st_requ'r?ments of
we propose transmitting such data through commercial ISPs interactive traffic, ISPs have been dimensioning their oeite/

by taking advantage of already-paid-for off-peak bandwidth based on peak load. This is reflected in t®&®&-percentile
resulting from diurnal traffic patterns and percentile pricing.  pricing scheme [11] used by transit ISPs to charge their
We show that between sender-receiver pairs with small time- . stomers according to (almost) peak demand. Therefore,

zone difference, simple source scheduling policies are able to ISP di to the f h f K load
take advantage of most of the existing off-peak capacity. When access S pay according to the tew hours of peax loa

the time-zone difference increases, taking advantage of the full Of their typicaldiurnal variation pattern[20], [19], in which
capacity requires performing store-and-forward through inter- the load peaks sometime between the afternoon and midnight,
mediate storage nodes. We present an extensive evaluation otth then falls sharply, and starts increasing again in the nayt d
two options based on traffic data from 200+ links of a large transit  py;,rnal patterns combined with 95-percentile pricing keav
prOV|der_W|th PoPs at thr_ee continents. Our re;ults indicate that large amounts of off-peak transmission capacity that can be
there exists huge potential for performing multi Thyte transfers e .

on a daily basis at little or no additional cost. used at no additional transit cost.

Index Terms—Bulk data transfers, delay tolerant networks, Our Contribgtion: We propose using this already paid for Off_.
bandwidth pricing, content distribution. peak capacny_ t_o perform global DTB tr_an_sfers. Due to the|r
inherent elasticity to delay, DTB transmissions can betathif
to off-peak hours when interactive traffic is low and thus (1)
avoid increasing the transit costs paid at charged linkseund

Several important scientific and industrial applicatiors r95-percentile pricing, and (2) avoid negative impacts om th
quire exchangingDelay Tolerant Bulk(DTB) data. For in- QoS of interactive traffic.
stance, CERN's Large Hadron Collider (LHC) is producing We first consider End-to-End (E2E) transfers in which
daily 27 Thytes of particle collision data that need to beheas DTB data flow from a sender directly to a receiver over
to storage and processing centers in Europe, Asia, and Najtitonnection-oriented session optimized for long livedkbul
America. Google and other operators of large data-cent@rgnsfers (we assume that performance issues of TCP have
hosting cloud computing applications need to replicate amgen resolved using efficient implementations or multiple
synchronize raw and processed data across differentti@gili parallel connections [24]). An E2Eonstant bit rate(E2E-
Rich media need to be transfered across time-zones asCBR) policy of almost constant rat8/7 can deliver volume
the Beijing Olympic games in which large video collectiong3 within deadlineT. In the case of LHC data this would
needed to be replicated at US video on demand (VoD) servesguire a stream of at least 2.5 Gbps (27 Tbytes per day).
before morning time. All the above mentioned data have de|¢\‘$suming that the transfer has to reoccur every day, E2E-CBR
tolerances that range from several hours (Olympic games)w@uld push up the 95-percentiles of the sending and reagivin
a few days (LHC)j.e., they are several orders of magnitudeccess ISPs by exactl§/T=2.5 Gbps costing them anything
between $75K and $225K in additional monthly transit costs
Deutsche Telekom Laboratories and Technical UniversitBeriin, Germany. ($30K_90_K per Gbps acqordlng to Q4 2908 prices). In other
Northeastern University, MA, USA. words, since E2E-CBR is bounded to increase the charged
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peak hours. Such an E2Echeduling (E2E-Sched) policy « For 50% of the pairs in the studied transit provider, E2E-
can thus take advantage of “load valleys” during the off- Sched has to pay in transit cost at least $5K to match the
peak hours of the sender and transmit DTB traffic without volume that SnF sends at zero transit cost.

impacting the charged volume of the sending access ISP. The We show that although for individual 27 Thyte daily
problem with this policy is that due to time-zone or traffic ~ transfers a courier service is cheaper than SnF, things

profile (residential/corporate) differences, oftentintes off- get reversed when having to service a continuous flow of
peak hours of the sending ISP do not coincide in time with the data that repeats every day. In this case SnF amortizes
off-peak hours of the receiving ISP. When sumn-coinciding the increased charged volume throughout a month, and
valleysoccur, end-to-end transfers are unable to fully utilize thus achieves a lower daily transfer cost.

the free capacity of both ends. We also survey transit and express postal service pricas. Ou

A natural approach for solving this problem is to perfornmhvestigation shows that transit prices are decreasinggvihé
Store-and-Forward (SnF) using an assisting storage nodexpress postal prices are in the rise, thus we expect that our
inside the transit ISP. Having transit storage allows a Srfpproaches are attractive and can offer business oppiesini
transfer policy to buffer DTB traffic inside the network, and The remainder of the article is structured as follows. In
allows it to ride on top of multiple load valleys one by onegect. Il we present background information. In Sect. Ill we
even if they do not coincide in time. The whole proposal rootfetail E2E-Sched and SnF. Sect. IV goes to quantifying the
in the availability of high capacity storage and on the fhettt volume of DTB traffic that can be sent for free by the
the cost of storage has been dropping faster than the cost@b policies during one day. In Sect. V we develop an
wide-area network bandwidth [2]. analytic model for explaining our measurement-based tsul
Summary of results: Our main contribution goes towardsin Sect. VI we show how to modify the policies to allow them
the improvement of our understanding of the performange meet delivery deadlines at minimum transit cost. Is Séidt.
comparison between E2E-Sched and SnF.A(®) denote the we compare SnF against a courier service. In Sect. VIII we
maximum volume of DTB data that can be delivered for fregiscuss potential reactions on the part of ISPs. In Sect. éX w
by policy P between nodes andu within a time allowance present related work and conclude in Sect. X.
of T. Then if an application has to send a volumel&f our
strategy would be as follows. Il. BACKGROUND

o if B < F(E2E-Schey then E2E-Sched can send them, \etwork Model

for free. In that case there is no need to deploy storage ) i
inside the network. Consider a sender of DTB traffic connected to an access

. if F(E2E-Scheli < B < F(SnP and the gap is wide ISP, ISFv), and a receiver. connected to an access ISP,
enough, SnF can utilize relatively cheap network storadeH(%)- The two access ISPs communicate through a common
to send the data at zero transit cost. ransit ProviderTR who offers them transit service (Fig. 1).

« if B> F(SnP, SnF can utilize network storage to send "€ charged links ISR) < TR and ISRu) « TR are
the data at the smallest possible transit cost. subjected to 95-percentile pricing as defined below.

: S . . Definition 1: (95-percentile pricing) Let denote a time se-
Efwdently, the attj)ot\\/; gw%e;l:gess segen% démvl;rwjde the ries containing 5-minute transfer volumes between a custom
pertormance gap between ->ched and SnEle answer oy 5 transit provider in the duration ofcharging period

this question we quantify the comparison between the two . : .
policies by driving them with real background traffic fror:]{lyplca”y a month. The customer pays the transit provider an

. : ! i amount given by aharging functione(-) that takes as input
200+ links of a large transit provider witRoints of Presence f .
. . - hech I f h - I I
(PoPs) in three continents. The results indicate that: the charged volume(x) defined to be the 95-percentile value

of x.
» Over ISP links of 10-40 Gbps both policies can transfer in 1o avoid unnecessary complications we will assume that
more than half of sender-receiver pairs anything betwe@Bch direction is charged independently. Therefore, a DTB
10 and 40 Tbytes of DTB traffic on a daily basis, at now from v to u may increase the percentile of the uplink
additional transit cost. ISP(v)—TR and/or the downlink TR:ISP(w), and thus create
« The ratio betweer'(SnF)/ F(E2E-Schedl stays close to gqditional transit costs for the two access ISPs. For each
1 for time-zone differences. 5 hours and then increasessharged link we know its capacity”; and its background load
quickly to values above 2. For pair on opposite sides 9f generated by other clients of the access ISP. We assume that
the world, the ratio peaks at around 2.8. there aren’t any bottlenecks inside TR. We also assume that
« The above ratio also depends on the amounts of free ggere exists dransit storage nodev inside TR that may be
pacity at the two endpoints. If only one is the bottleneck,sed for performing store-and-forward of DTB traffic. Since
then time-zone difference does not have a significafR js bottleneck free, we don't need to consider placement
impact. SnF's gains peak for networks of similar capacitgsyes ofw, or multiple transit storage nodes.
at distant time-zones. We develop an analytic model for\ye focus on the above network model because it is com-
explaining the above monotonicities and the peak valygonly encountered in practice and also because we have
for the gain. exact data to evaluate it, including traffic volumes, rogtin
We add to our evaluation bandwidth prices and look at thrales, and bandwidth prices. It is straightforward to galiee
cost of sending volumes that exceed the free capacity. our methods to more than 2 charged links, but this is not
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very common in practice. Also, we could examine multi-_ i bos fink " )

homed ISPs, but this doesn’t add much flexibility because tﬁ)@d 2. Water-filling on 40 Gbps link. For illustration purgese, A are set
correlation between load and time-of-day would also exist i o

this case. 120}
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B. Mixing DTB & Background Traffic
Next we look at the problem of computing(C, z, ty,T),

link count
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the volume of DTB traffic that can be pushed through a single 2ol
charged link of capacity” carrying background volume in 0 P N —

. . . . . 0 5 10 15 20 25 30 35 40 45
the interval[ty, to +7') without increasing its charged volume link capacity (Gbps)

q(x). That much DTB traffic can be sent for freiee. , at no  Fig. 3. Histogram of link capacities, for the links used i tstudy.
additional transit cost.

In Fig. 2 we plot using a solid line the uplink traffic of .50 pe madeA less thanC — z(t) to protect the QoS of
one real access ISP during all 288 5-minute intervals ofga background traffic. We could permit up to little above
day. Typically, the charging is based o@%&-percentile pricing 5005 utilization during such bursts to be aligned with the
schemeUnderthls. scheme, the 5-minutes intervals of a mo”E@)mmon ISP practice of upgrading links when their average
are sorted from highest to lowest, and the top 5% of datajgak-hour utilization approaches 50%. This is done to pvese
ignored. The next highest measurement becomes the chargegh QoS and allow the links to operate as backup in case of
volume (billable use) for the entire month. In Fig. 2 W&ajlyre of other links. In practice, we don't use at all thigra
mark with a dashed horizontal line the corre_spondlng c!mrggurst capacity in our experiments, and stick to using ore fr
volume ¢(x) based on the background trafficof the entire ¢apacity during times that the background is below the @garg

month. _ o volume.
The gray shaded area on the same picture indicates the extra

amount of DTB traffic that can be mixed with the background
by a simple‘water-filling” strategy that does not increase th€&- Traffic Data from a Large Transit Provider
charged volume(z). The water-filing strategy is quite simple. We obtained detailed traffic load information for all the
Atslott, to <t < 1o+287, it sendsf(C, z,t) additional DTB  PoPs of a very large transit provider (TR) that is the sole
data, where: transit provider for a large number of access ISPs, collelsti
holding more than 12 millions ADSL users, spread mostly in
q(z) — z(t) — ¢, it z(t) < q(x) Europe, North, and South America. TR has peering agreements
f(C iz, t) = with 140 other large networks from all continents, as well as
C—a(t) — A, O.W. with most large content hosters.g., YouTube), distributors
(1) (e.g.,Akamai, Limelight), and indexerse(g., Google). More
Thus, overall specifically, our dataset includes information for 448 fimkith
140 ISPs. Out of those links we kept only 280 that have
nominal capacities exceeding 1 Gbps and can thus support
F(C,x,t0,T) = Z f(Coa,t) ) Tbyte-sized DTB transfers. Most of these links are located i
t=to Europe and South America, with a handful of links in the
All these additional transmissions come for free because tNorth America and far east. Thus, most of link pairs are
95-percentile of the background plus the DTB traffic is agakither in the same time-zone or have time-zone difference
q(x). Some observations to be made here: tha the first of around 5-6 hours (EU-Latin America time-zone distance).
case is a “guard” margin for avoiding exceedingr) due Additionally, with a few exceptions the traffic on most of tlee
to estimation errors. In the second case, the injected drafinks peaks in the late afternoon/early evening in localetim

to+T—1



In Fig. 3 we depict the histogram of the link capacities od result, SnF has much more freedom than E2E-Sched that
these 280 links from which we can see that a non-negligibie constrained by thenin operator of Eq. (3) that applies
fraction of those ar@0Gbps and40Gbps links. For each one to the charged volumes and background traffic of both links.
of these links between TR and another peer or client netwokkpnsequently, SnF can be uploading fronto w faster than

we obtained several weeks worth of uplink and downlink loagthat w can be pushing ta:. The difference between the
data aggregated over 5-minute interval$Ve geo-located all two rates accumulates at and starts draining once more
the links based on PoP and interface names. Our measureméets capacity becomes available on the charged downlink
reflect real traffic loads in TR during the first quarter of 2008TR — ISP(u). We can computeF’'(SnF with a simple

To make our study richer and cover more geographic araggeration staring withZ'(SnF, ¢y) = 0.

we assumed that all links were paid links, although several

are unpaid peerings. F(SnEt) = F(SnEt—1)+ f(t), to<t<T 4

IlIl. BULK TRANSFERPOLICIES

For a given transfer policy® we are interested to know f(Cuyzu,t), i f(Cuyxu,t) < f(Cy, Ty, t)
F(P), the volume of DTB traffic that can be pushed fromy ;) —
v to u in the interval [tg,t9 + T') without increasing the
percentile of zisp,y— TR and zrr_isp) (for simplicity z,
andz, hereafter). We show how to compute this in the nexyheres,, (t) denotes the buffer occupancy at the storage node
two subsections. At the end we discuss some implementati@nat time ¢. Again this can be computed iteratively starting

f(C’le’U?t) + Inin(f(0u7xu7t) - f(CU7mU7t)7bw(t - 1))5
0.w.

issues. with by, (t) = 0.
A. End-to-End with Source Scheduling bu(t — 1)+ F(Co, 2o, t) — f(Cu,szu, ),
Let's start by considering a transfer policy employing seur it f(Co,m0,t) > f(Cu,Tu, t)

scheduling at the sender to regulate the amount of DTB traffie (1) =
that is sent to the received at each 5-minute slot over ariend-
end connection. We will refer to this policy #&2E-SchedIn
Sect. II-B we saw how to computB(C, z, ty, T') for a single All that Eq. (4) is saying is that the amount of data delivered
charged link. We can apply a similar water-filling strategyo the receiver: increases at time by the free capacity on
with the only exception that we have to make sure that e downlink, if the downlink is the bottleneck duringor by
minute DTB transmissions respect battr, ) andg(x, ). This the free capacity on the uplink, augmented with an additiona
is necessary because in the current case the end-to-end ERBunt drained from the buffer of the storage nede
flow “pipeliness” through both charged links (Fig. 1). Thedr = Notice here that SnF scheduling resembles store-and-
capacity achieved by E2E-Sched is thus: forward policies proposed for wireless Delay Tolerant Net-
works (DTN) [18], [5], [10]. In the latter, links become
to+T—1 available/unavailable depending on the distance betwsen t
F(E2E-Scheyl = Z min (f(Cv,xv,th(Cu,xu,t)) (3) mobile nodes whereas in our case availability is modulated
t=to by economic constraints. The currently presented SnFypolic
If the volume of data to be transmitted by E2E-Sched i§ minimalistic, in the sense that it is using only a single
B < F(E2E-Schedl then we can drive it using artificially unconstrained storage node. In practice, one might need to
smaller charged volumeg, < ¢(z,) andq, < ¢(z,) so as Uuse multiple storage nodes if they bare additional comgsai
to force it to follow a smoother schedule than the one than storage or bandwidth. We look at such issues in a follow
achieves the maximum free capacity. up publication that deepens or systems/architecturaésst
implementing SnF in practice [17]. In this paper we stick to a
simple version of SnF since our primary aim is to quantify its

B. Store-and-Forward : g L
. ) ) performance gains rather than flesh out implementatiorilsleta
Next we consider a store-and-forward policy that first up-

loads data from the senderto the transit storage node
within TR, and then pushes them from towards the final C. Implementing E2E-Sched and SnF
receiveru. We call this policySnE The transit storage node

permits SnF to perform independent water-fillings in the o
charged links ISBY) — TR and TR — ISP(u), minding
to respect in each case only the local charged volume.

bw(t - 1) - mln(f(wau,t) - f(cv7wv7t)7bw(t - 1))’
0.w.

Implementing the two policies requires knowing the basic
ormation for performing water-filling on linksi.e. , the
load in the next 5-minute interval, and the charged volume
'S‘Pthe month. The first one is easy to predict since the load

1 We do not currently have clearance to release the aboveetigtas we are of succegswe slots '_S hlghly correlgted. The second one is
considering possible ways to allow reproducing some of osulte without also possible to predict by accumulating data from the cirre
compromising privacy. Until we have a solution to this difficptoblem, an charging period or using last month’s if still at the beghg’l
interested reader can easily perform a sanity check byiogeat synthetic Th h, d d and sh b .
diurnal pattern €.g., using a trigonometric function) and generating sender= ese two mgt ods were teSt? and shown t_o e quite accurate
receiver pairs using the original form and a shifted versibitself. in [28]. We will use them during our evaluations.
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Fig. 4. Results on¥’'(SnF), F(E2E-Sched, and their ratio for links with capacity1 Gbps.

IV. How MucH CAN WE SEND FORFREE? This is due to the fact that TR connects several ISPs on
Next we compare the volumes of data that can be delivert¢ two sides of the Atlantic. Pairs with even higher ratios
for free by the two policies. (above 2) have one end-point in Asia and the second in

Europe or America. Overall, although the density of points
across the x-axis depends on the particular properties of TR
A. Methodology like its geographic and ethnic coverage (which may differ
We consider the standard network model of Sect. ”'euasﬂy across providers)’ the values on the y-axis Verify ou
involving two charged links. For all our experiments we $&t t pasic intuition thathe performance gain of store-and-forward
deadlineT to 1 day (result are periodic from there OnwardS)ncreaseS with the appearance of non-coinciding off-peak
We obtain load time series,, z,, and capacitie€,, C,, for  hours, which in turn correlates with large time-zone diéiece
280 links with capacity higher than 1 Gbps from our dataset A |arge time zone difference, however, is not the only pre-
introduced in Sect. II-C. For each sender-receiver pair 8& Uequisite for a high#”(SnP) / F(E2E-Sched ratio. Observe for
the results of Sect. Il to computé'(P) for a day. In the example that in the ranges of 6-7 and 11-12 hours where high
first day the storage node starts empty whereas in subsequgfibs appear, there still exist pairs with rather low rgti®o
ones it might hold undelivered data from the previous one. Wgderstand this, we need to notice thain-coinciding off-
repeat the experiment for all the working days of a week apgbak hours bias the ratio only when the individual off-peak

report median values. capacities of the two end-points are comparalg off-peak
capacity we mean the volunté from Eq. (2) that local water-
B. Overview of E2E-Sched vs. SnF filling can get through the link in one day, without caring abo

For each possible sender-receiver pair we comptHée other end-point. When one end-point has a much lower
F(E2E-Schell and F(SnP as explained in Sect. IV-A. In off-peak capacity, it means that either its link speed is muc
Fig. 4(a) we plot the volume of DTB data that can be deliverd@Wer €.g.,one is a 10 Gbps link and the other is 40 Gbps)
for free by E2E-Sched versus the corresponding volume BY S utilization is much highere(g., one having peak hour
SnF for all sender-receiver pairs. We observe that dailg fratilization 50% and the other less than 15%). In such cabes, t

capacities in the range of 10-40 Thytes are quite frequelifk With the smaller off-peak capacity is always the end-to
verifying our intuition that there exists huge potentiar fo€nd bottleneck independently of time-zone differencensita
pushing DTB traffic during off-peak hours. Some pairs arsforage becomes useful only when the bottleneck shifts from
closely below the 100%-diagonal, indicating that E2E-gch&n€ end to the other. , o
matches the performance of SnF in these cases, but there arg® Verify the above point, we define tissimilarity index

also several cases in which the performance of the two pslicf® Pe the ratio between the larger and the smaller off-peak
diverges substantially. capacity of a pair. Smaller values of the index indicate dink

with comparable off-peak capacities. In Fig. 4(c) we platiag
. the F(SnP/F(E2E-Schedl ratio but this time against the
C. Looking Deeper dissimilarity of a pair. The figure shows that high ratios urcc
We now want to understand in which cases the two policiggth dissimilarity close to 1. Summarizing our observasion
perform the same and in which they diverge. This is A the case of TR store-and forward becomes worthwhile in
important question to answer for deciding whether it is Wortpairs of similar capacity and utilization that have at ledst
providing a given pairv,u with transit storage or not. In hours of time-zone difference
Fig. 4(b) we plot the ratid”(SnF/F (E2E-Schefl against the
time-zone difference between the sender and the receiver fo
each one of our pairs. There is a clear correlation between
the ratio and the time-zone difference. Also, we see a suddenn this section we develop an analytic model for the purpose
increase of the ratio after 5-6 hours of time-zone diffeeencof explaining the trace-driven results of the previous isect

V. MODELING THE GAIN OF SNF



The model captures the effects of time-zone difference ar
the dissimilarity index, but most importantly, explainsythe
ratio betweer¥'(SnF /F(E2E-Schedl peaks at values close to
2.8. It has been motivated by the observation that many link
in our dataset exhibit load patterns that fit surprising well
simple cosine functions. This allows us to derive closeanfo
expressions for the gain ratib(SnF) /F(E2E-Scheyl and as

a corollary, obtain that the gain ratio in thecds model is
upper bounded by™ ~ 2.752 matching closely our observed
empirical results.

Frequency

A. Suitability of 1eos Model for Internet Traffic Demands

In this paragraph we look at the quality of fitting a cosine . - ” - - - ~ -
function to the time series of traffic on the links describec " Histogram of mean relative errors: err) '
in Section 1I-C. For each link in our dataset we track the _ _ . I
. . . Fig. 5. Histogram of the mean relative errors of theok-approximation on
5-minute-average down-link and up-link speeds(t), u,(t)., 560 links.
wheret is an integer indexing the-th of the 288 5-minute

intervals during a day. For the time seri&$) we fit the cosine

x10°
curve: . 10
z(t) = Acos (27TT + ¢> +B 8
where A, B and ¢ are determined so that they minimize the § o
least-squares of the differences (for the details on findlieg S af
parametersd, B and ¢ see Appendix): a Traffic demand
2 1-cos approximation
T
L(A,B,¢) = Z(Z(t) —d(t)* % 50 100 150 200 250
t=1 time (5-min slots)
For each of 560 links (280 down-links and 280 up-links) we < 10°
evaluate the mean relative error between the time sé(igs 14
and the leos approximationz(t): t2f Traffc demand
_ 10F —COS approximation
LY ld(t) — =(0)] g
err(v) = — — <
(v) T d(t) £ of
Figure 5 depicts the histogram of the obtained errors. We si T oat
that the majority of links exhibit fitting errors in the range 2t
of 2 — 20%. However, there are several outliers that exhibi o = == = - -
very non-regular behavior. In Fig. 6 we depict the trafficdim time (5-min slots)

series and its approximation for two links: one with a good an _ _ _ _

another with a particularly bad dos approximation. As we ;'3;(% :E’(‘)ag;p'es of: (1) good fit (top)err(v) = 0.05; (2) bad fit (bottom),
can see, the link that has a badds approximation exhibits h

events in which traffic increases/decreases for an order gfthe last step we used the following identity that follows
magn|tude within short perIOdS of t|me, Il’ldlcatll’lg certaon- from the fact that roots of unity sum up to zero [13]

regularities in the traffic pattern. In general, howeveg, fitting
quality is good as shown in the inlined CDF of Fig. 5. T ¢
Zcos (27rT + (b) =0.
B. SnF and E2E-Sched Performance irdk-Model =t
Let uplink demand at node be characterized by the triplet On the other hand,
(A, B, ¢) and the down-link traffic at node be characterized

by the triplet(A’, B’, ¢'). Then the amount of DTB traffic that F1—cos (E2E-Schedl =
can be sent fromx to v using SnF is:

Ficox (SNP) = min (fj (A (1 — cos <2W; " ¢>)>) , émm(/‘“ —cos(r +9)), A'(1 = cos(r + ), (6)

t=1
where we used the notation = 27r%. Since Fi_.s(SnP

Z <A’ (1 — cos (%t +¢/)>) = Tmin(4,4") (5) is the minimum of sums of two sequences, while
=1 T Fi_cos(E2E-Sched is the sum of the minimums of the same



two sequences, it follows that

Fl—cos(snl:) | ‘ ‘ . mizérred ratio |
Fy_os(E2E-Schegl —

However, this ratio is bounded above as we will see in Prop
sition 1. The following Theorem characterizes the amount
traffic forwarded by E2E-Sched in thecbs model:
Theorem 1:For any pair of triplets (4,B,¢) and
(A',B',¢), letp =4, ¢ =¢— ¢ and
sin ¥ sin

2 2
x ziandx = ——. 7
' cos & +\f ° COS%f\/ﬁ %

Then the traffic forwarded between two links characterizgd |
triplets (A, B, ¢) and (A’, B', ¢') is

Flfcos(EZE'SChewz T(27TA/ + (’7’2 — Tl)(A — A/)_|_

w

F(SnF)/F(E2E-sched)
iy o N N N N
o © N N I = ©

I
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0 5 10 15 20

A(sin T1 — Sin Tg) + A/(Sin(TQ + ¢) — sin(ﬁ =+ ¢)))7 (8) peak-hour difference (hours)
where . 2x; . Fig. 7. Solid line: theF —cos (SNF) / F1 —cos (E2E-Schegtratio as a function
T; = arcsin 1 3, = 1,2 of time-zone difference, for a pair of symmetric links. Dotse tmeasured
+ 3 F(SnF)/F(E2E-Schegtratio for the pairs of links with dissimilarity ratio
The proof is deferred to the Appendix. less than 1.1.
Particularly interesting is the case of “symmetric” links,
i.e. links that have A = A’ and thus carry sim- Ohto 11h59’, the second from 12h to 23h59’). The capacities

ilar off-peak volumes. Such links maximize the rati®f the two schemes would be: 5.4Tbyte per day for SnF and

Fi_cos(SNP/ F1 _cos (E2E-Schedl for given B, ¢, B’ and¢’. 0 for the E2E-sched.

Under symmetric links, we can derive simple relationship Finally, to evaluate the accuracy of thecds model for the

between the gain ratid’ _..s(SNP/Fi_..s(E2E-Scheyl and pairs of non-symmetric links we evaluate the distributidthe

the time zone difference (that can be estlmatedzag/}) errors of leos approximation for all the pairs of links in our
Proposition 1: For a link pair with A = A’, the ratio dataset. The metrics that we use to understand the accuracy o

between the DTB traffic that SnF and E2E Scheduling cdlhe 1<os model are the SnF capacity, the E2E-Sched capacity

forward is given by and theF(SnF/F(E2E-Schegtratio:
Fi_cos(SNP 1 1 F (SnFH — F(SnkH
= < A 2.752 _ | F1—cos
F‘lfcos(EZE'SCheﬁJ 1-— %sin% - 1- % €TrTrsnF F(SnF)

The proof i_s a consequence of the Theorem 1; details deferred Fi—cos(E2E-Schell — F(E2E-Sche
to Appendix. CTTE2E-Sched™ F(E2E-Scheyl

Remark.The upper bound? can be obtained directly
without using the Theorem 1 which characterizes the SnF gain Fi_cos(SNH _ F(SnR)
for arbitrary link pairs. errgain = F1_cos(E2E-Schey  F(E2E-Scheil

The above result explains why our empirically computed F(E%”Si)hem

ratios shown in Figs 4(b), 4(c) peak at around 2.8. Figure 7

depicts the ratioF _cos(SNP) /F _cos(E2E- SChegj as a func- Figure 8 depicts the cumulative distribution function foet

tion of the time zone difference, in hourgzlf mod 24. three metrics defined above. We can see that the SnF gain,

Time zone differencis the temporal difference between thélefined as the ratio between the SnF and E2E-Sched capacity

peaks at the upload and the download link, and is a rdalvery accurately approximated by thecds model, as for

number between 0 and 24. The same figure also includ¥giost 90¢ of pairs the error of the tes approximation

the F(SnR/ F(E2E-Scheitratio for the pairs of links whose is under 10%. Approximating the capacity of SnF and E2E-

individual off- peak volumes do not differ more than% (to Sched is less accurate, yet still for%of the link palrs the

emulate the symmetric links scenario). Since the majority grror of the leos approximation is under 20%.

our links are located in Europe and Latin America, where the

temporal difference of the peak hours is less than 6 hours,

can see that the graph has much more points in these regions

(less than 6h and more than 18h time difference). Similarly, we can derive the storage requirements for per-
Comment:n case of arbitrary (non-cosine) traffic patternéorming Snk in the leos model. For the purpose of brevity we

one cannot derive similar upper bound. An extreme examgReus on symmetric link pairs (those with = A’) and note

would be of the two nodes generating 1Gbps on-off traffic féhat the non-symmetric cased (# A’) are also deductible,

12 hours per day in the complementary timeslots (the firshfrodlong the lines of Theorem 1.

€ Buffer Requirements for SnF



1 e . compute actual transit costs for Thyte-sized DTB transfers
osl // errg, | under current bandwidth prices.
o5l /// — ®Me2e_sched |
& |/ ~ =~ ean A. Meeting Deadlines with E2E-Sched and SnF
oAl | Suppose that in a charged link with capaaityand back-
02} 1 ground trafficx we perform standard water-filling (Eq. (1))
o ‘ ‘ ‘ ‘ but with a higher charged volumge> ¢(z) given by the extra
0 02 04 e 08 08 L transit cost(q)—c(g(z)) we are willing to pay for transmitting
our DTB data on top of the existing background. Then as
Fig. 8. Cumulative distribution functions for the three ernoetrics. in Eq. (2), we can computé(q, C, z,ty, T), the maximum

volume we can ship under the new (non-zero) transit cost.
e Using the above simple idea we can modify a transfer policy
P € {E2E-Sched,SnfFto allow it to deliver within deadline
| T volumesB > F('P) at minimum extra transit cost(P, B).
The approach is similar for both policies. It comes down to
solving the following optimization problem.

Definition 2: (min-cost transfer) Find charged volumes
qv > q(z,) andgq, > q(x,) to minimize the extra transit cost
C(P, B) = cu(aw) — cola(zy)) + culqu) — culg(xy)), subject
to constraintB(P, ¢,, q.) = B.

B(P, gy, qu) denotes the maximum volume of DTB data
delivered byP to the receiver by t, + T without exceeding
charged volumeg,, ¢,,. It can be computed as follows: For
E2E-Sched all we need to do is repeat the computation of
X F(E2E-Schegl from Sect. IllI-A substituting;(z,) andg(x,,)

: m = - with ¢, andq,,, respectively. Performing the same substitution
peak-hour difference (hours) we can repeat the computation 6{SnF') from Sect. 11I-B

Fig. 9. Solid line: the proportion of buffered traffic as a étion of the time-  and obtainB(SnF, ¢,, ¢.,). It's easy to see that we can solve the

e oman o o bukered e peve o mi, Min-COSLproblem in polynomial time ever vith an exhaustve

with dissimilarity ratio less than 1.1. search that will examine the cost of all the combinations of

qv, Qu, Within some basic search quantuin starting from

the minimum valuesy(z,) and ¢(x,) and going up to the

maximum charged volumes allowed by the capacifigsC,,

of the two links. In practice we use a faster greedy search

that assigngq to the link that returns the biggest increase to

d(0) — D) B 2sin% < 2 0.64 B(P, qv, qy) per dollar paid. It is easy to see that fay — 0,

(¥) = Fi_cs(SPH 7 ~ T the above greedy converges to an optimal solution.

The proof is deferred to the Appendix. y In terms pf implementation _there e_X|sts one significant

Figure 9 depicts the rati D) _ s a function of the |ffer_ence W|th 'Fhe corresponding versions of Sect. lllittha

E PR required predicting only the next 5-minute volume and the
time zone difference, in hour24;% mod 24, as in Fig. 7. monthly charged volume. In the current version we need
The same figure also includes the measured ratio betwggnestimate before initiating the transmission alit) for
the buffered and (SnF-)forwarded traffic for the pairs okdin ; - [to,to + T). This is necessafy for solving the min-cost
whose valley volumes do not differ more th&f% (to emulate transfer problem of Definition 2 and getting and g, based
the symmetric links scenario). One can notice that majorigfy which the water-filling is performed. The approach we
of measured points lie close to the solid line depicting thgjiow for this is very simple. We use as prediction of future

0.8

0.7F

0.6

I
2

BufferedTraffic/F(SnF)
o
5

Proposition 2: Let two links have time difference, and
A = A’. Then the proportion of buffered DTB traffic relative
to the total amount forwarded by the SnF is given by

expected buffering ratio derived in Proposition 2. z(t)'s the corresponding values from the same day of the
previous week. It is well known that at multi-Gigabit speeds
VI. THE CoST OFDEADLINES the aggregated volumes are fairly stable across successive

What happens if an application requires transmitting withiidys and weeks [20], [19], something that applies also to our

a deadline of lengti” a volume B that is greater than what OWn traffic data. In all our experimgnts, optimizing pased on
E2E-Sched, or even SnF can deliver for free? Then eithgfCh past data produced transmission schedules with charge
policy will have to transmit with rates that will increaseeth Volumes that were at most 1-2% off from the charged volumes

charged volume of the uplink, downlink, or both. In thigve would get had we known the precise future traffic in

section we first show how to modify the two policies to allow 2More precisely, these (t)'s are needed for being able to check

them meeting specific deadlines with minimum additionghe constraintB(?, ¢,, q.) = B while searching for the optimal
transit cost. Then we return to our traffic data from TR ancharged volumes.
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Fig. 11. Transit cost paid by E2E-Sched to match the volume $imdt

t € [to,to + T). Granted that charging functions are lineadelivers for free.
or concave-like, this does not affect the transit cost byemor

0.2

than 1-2%. performance comparison between SnF and E2E-Sched. For
this pair, F(SnH=24 Tbytes andF'(E2E-Sche@F15 Tbytes
B. Wholesale Monthly Bandwidth Prices and thus E2E-Sched has to pay a substantial additionalttrans

cost ($60K) if it is to match the capacity of SnF (notice that

To be able to perform cost comparisons we surveyed &, qyidth prices at LAT are 3-4 times higher than at EU,
price of wholesale bandwidth at the geographic areas gfy 10) This makes the particular pair candidate for dgiptp
PoPs that appear in our traffic dataset using multiple plybhcan SnF solution. Our objective is to estimate the amount of

available resources like the NANOG mailing list or [14]. Izitorage that SnF requires for achieving the superior cgpaci
Fig. 10 we give an overview for different areas. A high lev nd then do a back of the envelope calculation of the cost

summary is that transit bandwidth has similar price in E@rORy¢ yenjoving that much storage and see whether it is justified
and North America, where it is almost 4 times cheaper th Ve the transit cost paid by E2E-Sched

in Latin America, and certain high demand areas in Asia. ® 1o follow the example closely we plot on the top row of
will use these values later as charging functions that teskeﬁ 12 2,(#), in the middle rowz,(t), and on the bottom
parameter the 95-percentile of the combined background " (t)vthe’ buffer occupancy atqfche'storage nadeNotice

DTB traffic of a link. Our price investigation the last fourn w that although?'(SnF) is 24 Tbytes, the maximum buffer
yeqr§ S?]OWS tha:] the raths of costs P”et"vfg'” any par @ pacity required atv to bypass the non-coinciding off-peak
regions that are shown in Fig. 10 are stil valid. hours between,, andx,, is only 5 Thytesi(e. around 20% of
F(SnP). This happens because is used for absorbing rate
C. The Price ofF'(SnF — F(E2E-Schetl differences between the two charged links, and thus in most

Since SnF can use the storage node to push more dataSRpes it doesn’'t have to store the entire transferred volime
free than E2E-Sched in the same duratiBpan interesting (e same time. ,
question is*How much does it cost to send with E2E-Sched With retail storage costing no more than $300 per Thyte

the same volume of data that SnF can send at zero trar@ftd adding the cost of the server, the capital costwof
cost?”. We computed this cost for all the pairs of our datas§fNNOt exceed $10K. Assuming conservatively that the serve
from TR that have at least 20% peak-hour utilization. Wetime is 2 years, the amortization cost comes to arour@0$4

did this because our dataset includes some backup links tR&f month. Doubling this to amount for maintenance brings
are empty. These links have no diurnal pattern (and thus f& final cost of SnF to less than $1K which is still much

off-peak hours) and thus any traffic added to them increasggaller than the $60K of E2E-Sched. Remember that from
immediately the cost just like buying a dedicated link. Wetpl Fi9- 11 we know that E2E-Sched is paying a median of $5K
the resulting CDF in Fig. 11. From this we can see thuat for thg same volume that SnF c_iehyers for.free. Combining
50 percent of the pairs in TR, E2E-Sched has to pay a trantis with the results of Sect. IV indicates thi&tthe amount

cost of at least$5K to match the volume that SnF sends ff data to be pushed is less than what E2E-Sched delivers for
zero transit costSnF needs to use the transit nadand that free then E2E-Sched is the obvious choice as it doesn’t need

introduces some additional costs that we discuss next.  the transit storage node. Otherwise, the amortized coshef t
storage node is quickly masked by bandwidth transit costs of
E2E-Sched and thus SnF becomes a favorable option
D. The Cost of the Storage Node
From the results appearing in Fig. 11 we selected a pair VIl. SNFVS. A COURIER SERVICE
with the sender in Europe (EU) and the receiver in Latin

America (LAT). The 5 hours of time-zone difference creat . . .
in this case a substantial misalignment between the oft-pe ptween the transit cost of sending DTB data using SnF and

hours of the sender and the receiver. This reflects on t _shlpmer_1t cost of _sendl_ng th_em in_physical form_ using
courier services. We will omit capital costs that we believe

3 0ur source is Telegeographyww. t el egeogr aphy. con). be secondang.g.,the cost of purchasing storage nodes, or the

In this section we attempt to make a rough comparison
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Fig. 13. SnF vs. FedEx.

the data at zero transit cost. Again, this is a win for SnFesinc
the courier system has to charge a non-zero shipment cost.
Finally, it can be that SnF also charges some non-zero cost.
For this case, we show a detailed example to support that,
contrary to conventional wisdom, the courier is not cheajer
the flow of data is continuous.

traffic (Gbps)

PN W A OO N ® ©

00:00 06:00 12:00 18:00 00:00 06:00 12:00 18:00 00:00
time (GMT)

B. Sending 27 Tbytes from EU to LAT

We return to the example of Fig. 12 in which SnF was able
to push daily just over 24 Thytes from EU to LAT for free. If
we demand from SnF to carry an additional 3 Tbhytes daily to,
e.g.,match the 27 Tbytes of daily production from LHC, then
using the methods of Sect. VI we get that SnF will increase
the monthly transit cost by less than $10K. Notice that this
example is a particularly bad one for SnF since bandwidth
prices in LAT are quite high as shown in Fig. 10. In summary,
o3:00 0600 1200 1800 0000 06:00 1200 1800 00:00 by paying less than $1OK per month, SnF can be sending

time (GMT)
Fig. 12. A DTB transfer from EU to LAT. Topz, (C,»=40 Gbps). Middle, 217 Tbytes every day from E.U to LAT. .
2w (Cu=10 Gbps). Bottom, buffer occupancy at the transit storagte na Let's see now how much it costs to perform the same using
Charged volumes indicated by horizontal lines. a courier service. We learned from the web site of FedEx that
from EU to LAT deliveries take 2-4 days. We will assume that

cost of purchasing hard disks to ship with the courier servicthey can be completed in 2 days. Then a courier would have
We will also omit operating costs that may be more substantif deliver every 2 days a shipment carrying 2754 Thytes.

but we cannot evaluate easily,g., the cost in personnel for Assuming that hard drives are used for carrying the data, it
maintaining a supply chain of disks (filling them with datawould require 54 1-TByte disks. Assuming that each disk

mounting/un-mounting, passing them to the courier companyveights around 1.2%g (Hitachi H31000U), the resulting
shipment would weight at least 8&) (excluding packaging).

] We checked the cost that FedEx quotes on its web-site for

A. Overview the exact two cities in our experiment and for this weight and

Our high-level comparison is summarized in Fig. 13. Td turned out to be around $1200. Multiplying this by 15 to
begin with, there exist sender-receiver pdirsu) that usual cover a month, the final price is $18K. This is higher than the
courier systems cannot service within deadlifieFor exam- $10K per month that SnF requires for supporting the same
ple, destinations in different continents and deadlineallem daily rate. Therefore in this case SnF yields a double benefit
than one day. SnF wins in this case since, as shown earlierstreams the data instead of delivering batches every two
it can transfer huge amounts of data within a day. Now #ays (this makes part of the data available earlier) andrsncu
the courier system can meet the deadline, then if one lets théower cost.
DTB volume B grow too much ancg.g.,exceed the maximum  The above is of course just a back of the envelope cal-
transmission capacity of the network durifigthen obviously culation based on a snapshot of prices which of course will
SnF cannot do much whereas the courier can in principle fillchange. It is, however, important to notice here that prioes
plane or a ship with hard disks and send them over. Returnibgndwidth keep falling, whereas courier services are bednd
to the more realistic and interesting case of jobs that bably non IT resources such as personnel and energy, whose costs
SnF and the courier system can service, we notice that, aae not expected to drop. To support our argument we did a
shown before, there are many cases in which SnF can sendvey of the transit and the express postal prices the last

= I N
) o )

buffer occupancy (Tbytes)

&




11

years. The transit cost per Mbps declines every year in US,
on average, at the rate of 61% from 1998 to 2010 and is 0.9y
expected that the cost per Mbps will be less than one dollar osf SnF
in 2014% Similar observations are made for the bandwidth 07l ™\
prices in other regions. On the other hand, the expresslposta

prices are in the rise. Our investigation on FedEx pricesvsho n
that there was an annual increase of 6% between 2007-2012 ©
and in 2013 an additional 3.9% will be effecti¥eOverall, our o4
simple calculations serve to demonstrating that the common 031
perception that physical delivery is always cheaper ceases 0.2
to apply when taking advantage of free off-peak network ol
capacity.

E2E-Sched

60 70

1 10

20 30 40 50
cost to send 27 Thytes in USD thousands

C. LHC Data Among other Pairs of TR

Let's now see how much it costs to send 27 Thytes in othE
pairs in TR. We kept links with capacity 10 Gbps and peak
hour utilization> 20%. In smaller links either the data didn’twould allow clients to transmit at high peak rates and stly p
fit, or cost too much because there were no load valleys to tak®all amounts, as long as they keep their aggregate monthly
advantage of. In Fig. 14 we plot the commutative distributiovolumes small. This is problematic as it requires dimerigipn
function (CDF) of the transit cost of delivering 27 Tbyteslin the network for high peak rates, without the the necessary
day with E2E-Sched and SnF for all the aforementioned pairgvenues to support the investment.

For reference we also draw a horizontal line at $18K to paintt (2) Changes in pricing usually have to be justified on the
the previously computed indicative cost of FedEx (we vatifidbasis of some additional cost that a new application is muitti
that this cost did not vary much among different pairs). Oren the ISP. Most of the efficiency of SnF comes from using
can see thab8% of pairs achieve lower cost than FedEx usingnderutilized ISP bandwidth during off-peak hours. Pgttin
E2E-Sched, whereas the corresponding percentage using $inE bandwidth to work does not increase the operational cos
is 70%! of a transit ISP. When using bandwidth above the percentile,

In conclusion, whereas for a single shipment the couri&nF is no different than any other paying client. Therefore a
service is indeed cheaper, it stops being cheaper when cdaviation from 95-percentil®nly for DTB transferswould
sidering a continuous flow of data. The courier also suffegonstitute a kind of price customization that is difficult to
from “packetization delays”e.g.,it takes 2+2 days from the justify based on added cost.
creation of a bit up to its delivery, whereas SnF sends most of(3) Changing the percentiléfor all traffic, upwards
its bits instantly (with some minor delaying of some bits oe.g.,making it 99-percentile, would actually help SnF, because
the storage node). Also, in the case of multicast delivery toit would increase the volume that can be water-filled. Longri
receivers, SnF halves its cost as it pays the uplink cost orily e.g., making it 50-percentile, would decrease the volume
once for alln receivers. The courier being a “point-to-point’that can be water-filled by SnF, but would fail to punish traffi
service cannot save in this case. Lastly, it should be pointepikes from non-DTB clients and, therefore, would sufferir
that up to now we have been conservative and used work-dhg shortcoming mentioned in (1).
background traffic which is rather high compared to weekend(4) Transit ISPs could abandon percentile pricing altogieth
traffic. If transfers can wait until weekends, SnF can gaienevand adopt a more complicated ruler all traffic that would

g- 14. The cost of sending 27 Thytes.

more by exploiting the low weekend traffic. extract more revenue from DTB traffic without letting spikes
get away for free. This would allow transit ISPs to claim part
VIIl. DISCUSSION of the profit that a DTB transfer service around SnF can make.

In view of the large potential for low cost DTB transfers! Nis is a possibility that we cannot preclude but it requizes

demonstrated in the previous sections, an important aquestforough economics analysis.
is “Whether transit ISPs will maintain 95-percentile pricing
in view of DTB transfers?"This is a complicated question to IX. RELATED WORK
answer. Next we make some initial observations:
(1) The potential of SnF would disappear if transit ISPﬁ

swnciﬂegi_r:p prrllcmg basded on t?e total aggrlgl(g]alltetvcr):ume 0015‘Qbone [22] tags delay tolerant traffic so that routers can
month. This, however, does not seem very fikely 10 NapPen g5 i-e it with lower priority. Its limitation is that it ptects

it goes against basic network economics dictating that ¢tis¢ ¢ he QoS of interactive traffic, but cannot protect againghhi
of building and maintaining a network is given by the peaL '

traffic that it has to support [6]. For example, such a switchs the |sp incurs some added energy cost due to increasedidiliziuring
off-peak hours. However, the utilization dependent congionmf networking
4 DrPeering it t p: / / dr peeri ng. net/ whi t e- paper s/ I nternet- equipment is known to be small compared to the base energy fqiriee
Transit-Pricing-Historical - And- Proj ect ed. php). the equipment running [4]. Also, the impact to the environmemtegligible
Shttp://www suppl ychai nrevi ew. com au/ compared to carrying disks in airplanes.

There have been several proposals for bulk transfers at
ifferent layers of the protocol stack. The Scavenger servi
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transit costs or meet specific deadlines. Also, due to TCP X. CONCLUSIONS
congestion avoidance, it allows a single congested link to , o .
block the opportunity to exploit cheap bandwidth at other, In this paper we ha\{e looked _at the possibility Of_ using
X ) already-paid-for bandwidth resulting from the combinatio
links of a path. Laoutarigt al. [17] developed a system for

bulk data transfers between datacenters that utilize phelti ?r;ndslgrnrﬁl IE)rid t;gg:?g;aWI$o|ggrﬁ)teécjsthg;%g%rgr
paths from and intermediate storage nodes. Smaragdakis g 'y Y

. : . ey main objective was to compare a simple source scheduling
[25] proposed neighbor-selection strategies to createniqed ' . : e )
graphs for n-way broadcast applications and efficient d{ﬁollcy (E2E-Sched) with a Store-and-Forward policy (SnF)

- . uﬁlizing storage inside transit ISPs. Based on extensawe p
synchronization of multiple datacenters. . . ) .
formance evaluation driven by real network traffic, routing

At the application layer, P2P systems like Slurpie [23] hav":‘end bandwidth prices, we conclude on the following:

been developed for bulk transfers between flat-rate priced® !f E2E-Sched can send the DTB data for free then itis an
residential broadband customers. Such P2P approaches are Obvious solution since it doesn't require transit storage.

more appropriate for one-to-many distribution servicestth ~ FOr sender-receiver pairs with up to 5 hours of time zone
benefit from the large numbers of receivers who, in view difference, E2E-Sched is not much worse than SnF (only

of flat-rate pricing, incur no additional monetary cost if ~ 20-30%) so if SnF can ship some data for free, it is highly
they relay received data to other peers. Additionally, texs probable that E2E-Sched can also ship them for free.
P2P systems attempt to reduce transit costs through spatiat AS the time-zone difference increases, and granted that
methods e.g., using locality-biased overlays that avoid peers ~the two end-points have comparable free capacity, thus
from remote ASes [1], [28]. Our approach is temporal because allowing the time-zone difference to impact the end-

the constraints we are facing are correlated with local sime ~ t0-end performance, SnF starts having a much higher
at the two extremes of flows. advantage. It can double the amount of free capacity for

pairs with 6 hours difference and triple it at 12 hours. In

Percentile charging schemes have been studied in close thatcase it can easily be thata DTB job is transferred for
connection to multihoming and smart routing [26], [7]. Our free by SnF but incurs transit cost_s under E2E_-Sched._Due
paper is related to [11] which proposes offline and online (O the large gap between the price of transit bandwidth
smart routing techniques to minimize costs under pereenti ~ @nd storage, SnF become much more economical in this
based charging. All of the above proposals care only abeutth ~ €aseé. o
local percentile of a sender or receiver but not for bothoAls * €omparing the cost of SnF to the cost of shipping data
they do not permit time-shifting since they target inteirsct in hard disks using a courier service, our high-level
traffic. Time-based shifting has been used in the pmgt, for gvglgaﬂon |n<_j|cates that courier services are cheaper for
the smoothing of VBR video sources [21]. Our work operates ~individual shipments that occur infrequently, but when
at much larger time scales that make time-of-day effects, 'there is a constant flow of data to be' transferred, then
and their impact on ISP pricing, relevant. Also, because we [N many cases they are more expensive than SnF. Our
care to smooth the aggregate traffic from the background and investigation also shows that the transit cost prices are

our source, E2E-Sched works on the opposite direction of declining, while the express postal cost is in the rise.
smoothing (which is what E2E-CBR does). This trend is expected to make our solution even more

attractive in the future.

Delay tolerant communications [12], [15] have received a The above results establish that there exists significant
lot of attention recently in the context of wireless intettemtly —potential for using commercial ISPs to perform low cost DTB
connected networks of mobile devices that come into contdansfers. Our evaluation of E2E-Sched and SnF against real
in public spaces [18], [5], [10], [9], [8]. Upon contact, dess data is a starting point but there’s definitely much more to be
forward and store messages with the aim of eventually logatidone in this area. Several important implementation ankii-arc
the intended final recipients whose locations are unknoveh atectural issues need to be studied and addressed. For exampl
changing. Such applications utilize store-and-forwarddtve issues relating to data encoding, error recovery, optitioiaa
the problem of unavailable end-to-end paths in wirelesscad hof transport (TCP timing issues, number of parallel TCP
networks. In our work, end-to-end paths exist at all times, bconnections for a given joletc), and of course multiplexing
have time-varying costs, therefore, the scheduling proble of multiple concurrent DTB jobs.
arising in our case differ substantially from the ones in the At a higher level, there exist several business models for
wireless domain. At the far extreme of delay tolerance,aherealizing the benefits of DTB transfers. It could be that an
have been interesting proposals for hybrid combinatiorth®f independent Content Distribution Network (CDN) instalisla
Internet and the postal system for delivering bulk data irhaoperates storage nodes, receiving money from DTB sources
disks in areas that lack broadband access [27]. These réserfike CERN, and paying for incurred transit costs. Another
the courier services discussed earlier. Recently, systhats option is to have a federation of access ISPs operating their
are inspired by the principles presented in this paper haea b local access storage nodes and sharing the cost of transit
built and evaluated in the wild utilizing swarming capai®, storage nodes inside the transit provider. A third approach
the ISP view of the network, the progress of transfer and tinuld have the transit provider installing and operatirggage
monetary cost of file transfer [17]. nodes and leasing them to access ISPs having DTB data in the
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same way that it leases its bandwidth to access ISPs having Proof: From Theorem 1, the values , are given by:

interactive data. Combining the above business models with

different pricing schemes (discussed in Sect. VIII) creae
wealth of interesting possibilities to be considered byifet
work.

APPENDIX

Least squares approximation of the traffic load time
series

To obtain A, B and¢ we actually obtained, 8 and B that
minimize the sum

T 2
L(a,B,B) = tzzl <a cos QW% + Bsin 27r% + B — d(t)) ,
by simply solving the set of linear equations:

OL OL OL

aia —_— O, % —_— 0’ @ —_— 0

Then we getA and ¢ as:

A=+/a?+ B2, ¢ =arcsin (—

Proof of Theorem 1

_B
)

Proof: Let 71, 75 € [0, 27) be the points of intersection of

the curvesy; (1) = A(1 —cos7) andga(7) = A’(1 — cos(T +

1)). Then approximating the sum in (6) with the appropriate

integral we get:

Fi_cos(E2E — Sched) =
T 72 2m+11

™ - .
©)

Now, to obtain the values; andr,, we look at the equation
A(1 —cosT) = A'(1 — cos(T + v))
The above equation is equivalent to:
A—A"=cosT(A— A'cosyp) + A'sinypsint

Using the half-angle substitution, set= tan 7, then,cos 7 =
(1 —2%)/(1 + 2?) andsinT = 2z/(1 + 2?) and the above
equation translates to:
22(A'(1 + cosvp) — 2A) — 2zA'sinyp + A'(1 — cosrp) = 0,
that has the solutions:
_ A’sing £ /2AA'(1 — cos )
A'(1 4 costp) — 24 ’

T12 =
which is actually the same as (7). Replacing,and ¢, into
(9) we conclude the statement of the theorem.

|
Proof of Proposition 1

7 The approximation of the sum with the integral accounts fer érror of

less than0.1% in our case with 288 sampling points uniformly distributed [6]

between[0, 27], so we neglect it.

_sinw:tsin%_ 1:!:005%
T12= cost) —1 sin%
T 1 — cos % 2sin? %
tan;:m:f — = — — wzftani
sin & 2sin ¥ cos & 4
Thus: y
T = —5 (10)
Similarly:
Ty =T — 3 (11)
2
and:

Fi_cos(E2E — Sched) = A-T <1 22 sin 15)
s
Since F1_..s(SnF) = A- T, the assertion of the proposition
follows.
| |
Proof of Proposition 2

Proof: Using the terminology from the proof of Theorem
1, the amount of traffic buffered by the storage device is:

/ m
T1

Now using the derived expressions (10) and (11)-foand
79, We get:

D(y) = o A(cosT — cos(T + v))dr

D) = TOQ;TA (sing —siny — (sin(re + ¢) —sin(r1 +v)))
DA ?
2 2

Since the total forwarded DTB traffic i$7_..s(SnF =
A - Ty, the proportion of buffered traffic is:

_ D(y)  2sin¥
d(¢) o Fl,COS(SnF) o T
[ |
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