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1 Motivation

The Internet is a hugely successful man-made artifact thatchanged society fun-
damentally. Imagine the effect a prolonged outage of theriret would have: (1)
Youngsters wouldn’t know how to interact with their peersldrow to spend their
leisure time as they increasingly rely on social networkdine games, YouTube, and
other online entertainment offerings. (2) Manufacturingud hit a roadblock as the
communication paths within and between companies inarghsiely on the Internet.
(3) Control of critical infrastructures would be hampersdtancreasingly relies on the
Internet for gathering input data and propagating contrarimation.

In becoming a hugely successful infrastructure, the usttiiednternet and thus its
structure has also undergone continuous changes. Usagbdraged from dominance
by email and FTP in the early days, to the World Wide Web (WWW) frt®95 to
2000, to peer-to-peer applications (P2P) from 2000 to 2back to the WWW since
2007. These changes are driven in part by the Internet uséesésts as well as how
content, including user generated content, is made alailab

When considering the current application mix and trafficastrs in the Internet,
the latest buzz is that “Content is King” just as Bill Gate8][predicted in his essay
from 1996. Hereby, the term content has to be seen very lyr@adl encompasses
everything from commercially prepared content, e.g., tcaat and interactive TV,
news, and software, to user-generated content, e.g.,vigi@oaded to YouTube, and
photos uploaded to Flickr, to interactive activities, ganline games. Or to quote
Bronfman [56], the head of a major music producer and disgtoib “What would the
Internet be without ‘content’? It would be a valueless adilen of silent machines
with gray screens. It would be the electronic equivalent ofia&ine desert—lovely
elements, nice colors, no life. It would be nothing.”

The idea of content delivery being the fundamental opemai@und which to de-
sign future Internet architecture for comes as no surpliséact, the idea of Content-
Centric Networking (CCN) [91] is guided by this principle.h@hge, however, takes
time, and when hundreds of million of devices are involvd@rge can only be made
slowly. Before such a novel and radically different arctiitee such as CCN is avail-
able or potentially deployable, the Internet in its currgiate must cope with the chal-
lenge of delivering ever-increasing amounts of contenhterhet users.

Accordingly, it appears that solely providing connectitib end users is no longer
sufficient for Internet Service Providers (ISPs). Yet, agetivity is a crucial ingredient
and some authors, e.g., Andrew Odlyzko [135] have opinettetiabling communica-
tion is the main task of the Internet network infrastructunehis paper “Content is not
king” he claims that “Content will have a place on the Intérpessibly a substantial
place. However, its place will likely be subordinate to thabusiness and personal
communication”.

At this point it is crucial to realize that the producers ohtent are usually not
the operators of today’s Internet infrastructure. Nonlethee both content producers
and network operators depend on each other. In fact, ndhikeinternet infrastruc-
ture operators nor the content producers can be successfidutvthe other. After
all, the content producers want to ensure that their cogfetst to Internet users with
reasonable performance for which they need to rely on thearktinfrastructure. On



the other hand, the network infrastructure providers haveansport the content and
manage the infrastructure to satisfy the demand for cofftemt their subscribers. Itis
this symbiosis between the two parties that motivates ouk wollaboration between
content producers and network operators in deliveringezant

Outline: We start this chapter with a short introduction in Sectiof2en, in Section 3,

we set the stage by providing an overview of today’s Intermatvork infrastructure,

discussing how Internet Service Providers (ISPs) perfoatffi¢ engineering, and re-
viewing the Domain Name System (DNS), an essential compafeany Web-based

content-delivery architecture. Next, we review curreahtts in Internet traffic and the
application mix as well as traffic dynamics in Sections 4 and 5

We finish the overview with a brief summary on the backgroufwbatent delivery
in Section 6. Here, we assume that the reader is familiar tivétbasic architecture of
the Web. There are excellent text books on this topic, e.§02][ Given that there
are several approaches to content delivery, we provide ergklnigh level description
of how different Content Delivery Infrastructures work. n&¢ there are also many
peer-to-peer based content delivery systems we providerarstiew of the basic P2P
architectures as well. For additional background on P2Pefer the reader to, e.g.,
[34, 163].

An overview of the current content delivery spectrum is prged in Section 7.
Here we discuss various types of Content Delivery Infrastmes (CDIs) which range
from Web-based Content Distribution Networks (CDNSs) to H§iCDNs to peer-to-
peer (P2P) systems. Furthermore, in Section 8 we turn tdthiéenges that each party
involved in Internet content delivery faces separatelatod

Finally, we turn to the state of the art of collaboration bedw networks and con-
tent providers. We start by outlining the collaborationentives for each member of
the content delivery landscape in Section 9. Next we reviecbllaboration schemes
that have been discussed in research as well as at the Inf8rgmeering Task Force
(IETF) in Section 10. We briefly introduce the well-known apgches and summarize
their key functions. We then pick two collaboration schepmzsnely the P2P Oracle
and the Provider-aided Distance Information System (PafoiSa case study. In Sec-
tion 11.1 we discuss the P2P Oracle with regards to its effethe P2P system as well
as on network operations. Likewise, the second case stsdysies the model of the
Provider-aided Distance Information System in Sectior? lihcluding a large scale
analysis based on real traffic traces. Section 12 outlinessilple future direction for
collaboration between content providers and network dpesaWe conclude this part
of the chapter in Section 13.

Summary: This chapter builds upon the student’s basic knowledge wfthe Internet
infrastructure operates, i.e., as a network of networkgerAfading this chapter the
student should have a fundamental understanding about boterg distribution via
the Internet works today, what the challenges are, and whpgortunities lie ahead.
Moreover, the chapter points out how all parties—includingl @sers—can benefit
from the collaboration between ISPs and content providérdeed, simple, almost
intuitive, means will enable such collaboration.



2 Introduction

Recent traffic studies [78, 106, 144] show that a large foactif Internet traffic is due
to content delivery and is originated by a small number oft€onDelivery Infrastruc-
tures (CDIs). Major CDIs include highly popular rich-mediiées like YouTube and
Netflix, One-Click Hosters (OCHSs), e.g., RapidShare [23nt&nt Delivery Networks
(CDNs) such as Akamai and Limelight, and hyper-giants, &gogle, Yahoo!, and
Microsoft. Gerber and Doverspike [78] report that a few CBdsount for more than
half of the traffic of a US-based Tier-1 carrier. Poese etld4] report a similar obser-
vation from the traffic of a European Tier-1 carrier. Labet al. [106] infer that more
than 10% of the total Internet inter-domain traffic origemfrom Google, and Akamai
claims to deliver more than 20% of the total Internet Welfiz4.34]. Netflix alone,
a company that offers a high definition video video-on-detnstneaming service, is
responsible for a significant fraction of the traffic in NoAmerica ISPs during peak
hours [153, 68].

To cope with the increasing demand for content, CDIs havédogled massively
distributed server infrastructures to replicate contert make it accessible from dif-
ferent locations on the Internet [171]. These infrastriggihave multiple choices as to
how and where to place their servers. As described in [Lh&]ntain approaches are
(1) centralized hosting, (2) data center-based CDIs, (§¢-edche-based CDls, and (4)
peer-to-peer (P2P) networks. Approaches 2 and 3 scalentatgkvery by distributing
the content onto dedicated infrastructures. These imfretsires can be composed of a
few large data centers, a large number of edge caches, ooamtyirtation thereof.

To complicate matters further, some of these infrastrestare entangled with the
very infrastructures that provide network connectivityetud-users. For example, one
of the largest players in content delivery, Akamai, opesatere than 120,000 servers
in more than 2,000 locations across nearly 1,150 ISP nes\di®4, 13]. Google is
reported to operate tens of data centers and front-endrsengters worldwide [104,
169, 82]. Microsoft has deployed its content delivery iefracture in 24 locations
around the world [124]. Amazon maintains at least 5 larga dahters and caches in
at least 21 locations around the world [19]. Limelight opesahousands of servers in
more than 22 delivery centers and connects directly to 6@0arks worldwide [113].
Last but not least, P2P networks rely on a huge number of esrd ts store, replicate,
and distribute content.

Despite the significant entanglement between the infretstres that deliver con-
tent and the network connectivity fabric, our knowledgehdit interactions is largely
through the literature on network interconnections, sgg,the recent book by W. Nor-
ton [133]. Given the nature of network interconnectiongvpus work has studied
the interactions from an economic perspective [122, 24].1T0e limited knowledge
available about the settlements between networks havesegrchers to try to reason
about why peering choices are made [38] and what drives tbleitean of the Inter-
net [50].

Most of the literature has considered the interactions éetwcontent and the
network indirectly, e.g., through peerings and traffic nuieasents, despite recent
changes in Internet traffic [78, 106] that have shown the m#mce of content and
applications. The observed changes in traffic, either tjinadirect traffic measure-



ments [63, 64, 172, 106, 2], or through inference [123, 188, B6, 141, 165] have
repeatedly shown how volatile traffic can be. With the riseieér-generated content
and large shifts in content popularity, traffic volatilitphbecome especially relevant.

Handling changes in traffic has traditionally been doneuglotraffic engineer-
ing (TE). Initially, traffic engineering was used by largetwerk operators to op-
timize the utilization of their networks [27]. The vast maijp of the traffic engi-
neering literature has therefore focused on traffic engingénside a single network
[61, 69, 180, 26, 100, 70]. In reality, most of the traffic iretinternet is exchanged
between different networks [106], and especially direb#yween data centers and res-
idential ISPs [2]. Organizations that originate a lot of o, e.g., Google, connect
directly to a large number of other networks [106], and needptimize how content
leaves their networks. Organizations that provide Inteaceess to broadband or mo-
bile users typically wish to optimize how traffic enters theetworks, as most users
still download more content than they upload. In betweeamdit ISPs try to balance
the load of the traffic exchanged between the networks thege.

Traditional traffic engineering aims at reducing the likelbd that bottlenecks arise
inside a given network due to mismatches between networkgoming and expected
demand. Changes in network provisioning are slow, takimgelver time scales of
weeks or months. Popular content, on the other hand, gesdratsts in demand over
much smaller time scales, e.g., hours or minutes. Todatesrat requires much more
reactive network control techniques than those we haveytatal these techniques
must take content delivery into consideration. A few stepgetbeen made in this di-
rection. Indeed, collaborative approaches [53, 116, 7& baen proposed to help deal
with the traffic generated by content delivery infrastruetu Even in the case of P2P,
portals have been proposed to allow P2P applications and tseommunicate with
ISPs to receive updated views of their networks [181]. Iradrterms, all information
CDIs are missing today for optimizing their operations iaible to ISPs. Combined
with the already proposed schemes for collaboration, iurprising how little real
collaboration is performed in today’s Internet betweerséhgarties.

In this chapter, we analyze the operation of CDIs as well a&aoré& operators.
The analysis demonstrates the potential for fruitful dmdia@tion. We argue that for
collaboration to become more common, it is important fomgyarty in the content
delivery landscape, i.e., the content delivery infragtrtes, the network operators, and
the end users, to benefit. Finally, we present, in depth, ystems that have incentives
for every party and that can readily be used today.
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3 Internet Network Infrastructure

The Internet Network Infrastructure is provided by a setriéinet Service Providers
(ISPs). An ISP is, in general terms, an organization thatiges access to the Internet
for its customers. The Internet is structured by the intenextion of multiple individ-
ual networks run by ISPs. However, control of an individuetwork remains solely
with the ISP operating it. Figure 1 shows how the Internetrigctured today [106].
Here, the ISPs run their own networks. This forces a cledindison between the indi-
vidual network that an ISP runs and the global Internet agwaark of networks. Also,
from this, it can be deduced that nobody has control overrttezniet, but instead each
ISP has only control over its own network and the direct catioss to other networks.

To be able to interconnect with other networks, an ISP needyperate an au-
tonomous system (AS). An AS is an administrating entity,egalty under the control
of one administrative domain. On the technical side, eachsAually managed by
an Interior Gateway Protocol (IGP), e.g., OSPF [127] or IRIZ/] while the Border
Gateway Protocol (BGP [151]) is the de-facto standard feeroonnecting different
ASes. For more information and additional details aboutltiternet topology, we'd
like to refer the reader to Chapter 7 of this book [178].

3.1 Traffic Engineering in an AS

The greatest challenge for an ISP is to keep its infrastraaiperating efficiently. This
is especially hard, since the ISP itself controls neither ltlehavior, nor the source
nor destination of the majority of the traffic it carries. THestination of the traffic
is determined by the end-users the ISP sells services tde Wig source is usually
operated by a Content Delivery Infrastructure (CDI). Thiadxeor is dictated through
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end-users requesting content, and by the operational ehoitthe CDI. ISPs today
tackle the problem of network operation efficiency by perfong Traffic Engineering
(TE). In its broadest sense, today’s TE encompasses thieaipmh of technology and
scientific principles to the measurement, characterimatnodeling, and control of
Internet traffic [27]. Today, traffic engineering reducestmtrolling and optimizing
the routing function and to steering traffic on an Origin-fietion (OD) flow basis
through the network in the most effective way.

Traffic Engineering encompasses multiple steps in ordeetpdrformed success-
fully. First, an ISP needs to record its traffic volume in terof Origin-Destination
flows. This means keeping traffic statistics of how much edftiws from one router
in the network to another. Once the OD flows have been suedlsefcorded, TE
uses this information to simulate the network behavior wifferent IGP configura-
tions. The goal of these simulations is to find an IGP configomathat spreads the
network load as evenly as possible.

Figure 2 shows an example of how an IGP configuration can be tesengineer
traffic. The labeled circles represent routers, while thalpers in the squares represent
the IGP-weight for the link. For ease of presentation, theghts for each link are
set to the same value for both directions. An OD flow, whichitstat one router
and finishes at another, takes the path through the netwatkytblds the smallest
sum over all weights along the path. For example, in theisgadonfiguration of the
network (Figure 2 (left)) the flow G does not take the direct path— H — G
two, since according to the IGP weights, a more effectivé paists. In fact, the path
I - H— E — D — G has an accumulated weight of 4 instead of 5 (green path).
All traffic at router | destined for router G takes this pathimiarly, all traffic that
originates from B and goes to G follows the pdth— F — D — G (blue path).
Also, both paths share links, leading to a possible oversitagition. In order to solve
this problem, we choose to modify the link weight betweenrthgers D and E. By
increasing the weight from 1 to 5 (marked red in the right reek); the blue as well as
the green paths are shifted to the direct path. The changewasin Figure 2 (right).

This simple diagram allows for illustrating multiple catgshat IGP based traffic
engineering introduces. First, IGP-based traffic engingeaffects traffic on an OD-
flow basis only. This means that the path from one router téhemaan be changed,



but the traffic on the OD flow cannot be split onto multiple gat8econdly, the change
of one weight can affect multiple OD-flows at the same timeusTlthe weights have to
be changed very carefully. In the worst case, it might notdmsible to fully separate
some OD-flows due to the network layout.

One caveat is not immediately obvious but needs to be takenaittount when
performing traffic engineering. While the link weights arealksy known to all routers,
they are propagated by messages that routers exchangepropegation takes time,
which can lead to short-term inconsistencies in the view pétvork. We again use
Figure 2 for illustrating this. When the link weight is chadgas described in the
example explained before, routers D and E update theimgufihis has an immediate
effect on the traffic from B to G. With the update, the shorfzsth from router E to
GisnowFE — H — G. In accordance, E configures its routing to send all traffic fo
G through H. However, H has not converged at this point addustés the old path
(H - E — D — G). Thus, H still sends all traffic for G towards E. As long as
H uses the outdated IGP weight information, all traffic fort@ttreaches either E or
H is sent back and forth between the two routers. This forimgrcon the one hand,
likely overloads the link. On the other hand, most traffict ikaffected by this will be
dropped due to its time-to-live (TTL) running out.

The work of Francois et al. [71] shows that it is possible tadyally change IGP
weights by sequentially ordering changes. Accordinglytirg loops like those in the
example are avoided. However, these changes still reqaieeduring which the net-
work can be in a transient state with overloaded links. Besttie challenges induced
by optimizing the IGP, this approach also assumes thataraffpredictable and sta-
ble over time. By running simulations based on past traffgragates to engineer the
routing for the future, it is implicitly assumed that traffi@tterns remain similar over
a longer period of time.

With the emergence of CDIs, however, traffic has become N@lat terms of its
origin. In fact, CDIs can shift massive amounts of traffic imatter of seconds from
one server cluster to another. While this behavior is needdgeopagated by CDIs to
cope with volatile demand surges, it is in stark contrash&lSP’s traffic engineering,
which assumes traffic behavior to be stable for days, weeksmetimes months.

3.2 Domain Name System Basics

The Domain Name System (DNS) plays a major role in todaysrimét architecture
and is an essential component of any Web based content jedivehitecture. DNS
relies on a distributed database with a hierarchical siractThe root zone of the DNS
system is centrally administered and serveszdreinformation via a collection of
root servers The root servers delegate responsibility for specificp@bnes) of the
hierarchy to othename serverswhich may in turn delegate the responsibility to other
name servers. At the end, each site is responsible for itsdmmainand maintains its
own database containing its information and operatesudimoritativename server.

The whole DNS database is usually queried by end-hosts adinpl name server
calledcaching resolver|f this name server receives a query for a domain that it does
not know about, it fetches this information from another easerver. If the server
does not know how to contact the authoritative server forreeza will query a root

10
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servet. The root server wilrefer the resolver to another server that is authoritative
for the domain that is immediately below the root and of whiod zone is a part. The
resolver will then query this server, and so forth, stepmlagn the tree from the root
to the desired zone.

To illustrate this process, Figure 3 show a sample DNS hibyarn this case, the
root of the DNS name space, denoted with a’.’, is hosted oriXiN8 root serversBoth
servers are under one administrative control, and bothefan & request to any of the
top level domain servers. Here, three domains exist,.tem .netand.info. Again,
these name servers refer to the second level domains. Siecdomain name are
concatenated together as the hierarchy is traversed, thaids that are now possible
aredl.com, d2.com, d1.net. andd3.info. At this point, the second level domains
dl1.net. and d3.info have reached their authoritative vesoFor example, a query to
the name server afi3 for www.d3.infois answered authoritatively from there. Note
that the name servers for the second level domains are efddmaindependent entities
that know nothing of each other. Thus, the database is hlisérd, while each party is
responsible for its own zone. Finally, the name served bfcom has a dual role. While
it is referring the subdomainsdl.d1.comand.sd2.d1.comto other name servers, it
also answers queries for other names in its name space #aitiliely. This means that
a query forwww.d1.com.is directly answered, while a query farww.sd1.d1.cors
referred to the name server responsible.$oil.d1.com

For efficiency reasons DNS relies heavily on caching [95A8]information that
a name server delivers to a resolver is cached for a durgtiegifged in the time-to-live

1The first query can go to some authoritative server below tbeifthere exists cached information.

11



(TTL) field of theresource record¢RR). Caching today is usually also performed on
end-hosts by the operating systeratsib resolveras well as applications, e.g., web
browsers.

DNS Today. When DNS was introduced in 1983, its sole purpose was to resast
names into IP addresses in a more scalable fashion than tihéhem usedhost s
file. Since then a number of features and new uses have foeirdaty into the now
omnipresent DNS. In addition to the increasing complexitthim the DNS protocol
itself [175], new and oftentimes unforeseen (ab)uses haga bstablished. Paul Vixie
gives an overview in [176]. The most important points ofiqgtie are as follows:

CDI load balancing: Content delivery infrastructures set short TTLs on their®©N
answers to allow for short reaction times to shifting loa8kort TTLs impede
on cacheability and therefore increase the load on the wbbIS system. In
addition, CDls tailor their reply for the IP address of thguesting resolver
using the assumption that the DNS resolver is close to thlemtchriginating
the request. It has been shown in the past that this assumptiguite often
wrong [118, 140, 3, 47].

NXDOMAIN catcher: Some ISPs and third party DNS providers mangle a negative
reply with the NXDOMAIN status code into a positive one wittetIP address
of a search website under the control of the ISP. By hostingrdidements along
the search results it is easily possible to increase thet pnafigin. While this
may work to some degree for web browsing, applications mglyin proper de-
livery of NXDOMAIN records, e.g., email, are inevitably haered.

A third-party ecosystem around DNS has evolved over thedasple of years.
Players like OpenDNS, AdvantageDNS, UltraDNS, and mostndg Google offer
open resolvers to anyone with different feature sets. OpEhBasic does NXDO-
MAIN catching but offers phishing and botnet protectionffee. Furthermore, OpenDNS
increases the service level for payment between 5 dollarsrdaimup to several thou-
sand dollars per year for business customers. When Google NS entered the
market, their highest-valued goals were to “speed up yoow$sing experience” and
to “improve your security”. To achieve both targets Googleaatises an impressive
list of optimizations and fine tuning [84], e.qg., prefetditoad balancing with shared
cache, validity checking, and nonce prepending. Googléi¢DbIS also refrains from
utilizing NXDOMAIN to make profit. From an implementationgspective, most if not
all of the third-party resolvers host their DNS servers olitiple sites around the globe
and use anycast to guide DNS clients to the nearest resolver.

In this open market space a user annoyed by his ISP’s DNS &ily ehoose for
cost-free third-party service. Tools such as namebenc®] fhiyht help him in choos-
ing a well-performing one. The irony however is that a usgrchoosing a different
DNS than the one assigned by his ISP, will most likely undasrthe traffic matrix
optimizations performed by CDIs and ISPs, and can poténgaken lower his quality
of experience due to longer download times [3].

12



4 Traffic Trends: Overall

Before delving into the details of the collaborating oppaities for content providers
and infrastructures we embark on giving an overview of tgpeharacteristics of In-
ternet traffic. We start by summarizing previous studies @n Internet traffic looks
like. We consider four aspecté) The composition of the application migj) popu-
lar content-types(iii) the distribution of traffic over the course of a day, dnd the
distribution of connection sizes.

4.1 Application Mix

One constant in the Internet during the last 10 years hasitsegteady growth by more
than 50 % each year [136, 79]. Initially, protocols such aBFIMTP, and NNTP were
popular. Then, in about 1994, HTTP entered into the pictureil 2000, P2P protocols
such as Napster and Gnutella became popular but were lagaken by eDonkey and
BitTorrent. However, the traffic mix has undergone sub&hohanges. Therefore, we
now revisit previously reported results regarding the igpgibn mix of Internet traffic.
For this purpose we rely on various studies that report omgpdication mix between
2007 and 2009 from different vantage points:

e The study by Maier et al. [117], which is based on a subsetefrdices studied
in Section 11.2.5. It was presented at IMC '09.

e Two studies by ipoque [156], which report on different reian the world (Ger-
many and Middle East). These studies are available for dmaehhfter registra-
tion via a Web form.

e The Arbor report [106] on the ATLAS Internet Observatorygeeted at a recent
NANOG? meeting.

e The Sandvine report on “Global Broadband Phenomena” [153].

In order to compare the results we have to summarize and thefyraffic cate-
gories as each study uses their own nomenclature (see HyuFer this purpose we
use the following seven categories:

Web. AllHTTP traffic including One-Click-Hosters (OCHs or Dirdaownload Providers)
but excluding video and audio streaming over HTTP (i.e.si&ideo).

Streaming. All types of streaming in the Internet including streamingeoHTTP,
RTP, RTSP, RTMP, ShoutCast, etc.

Usenet. The article reading and posting system that evolved from &téimd which
uses NNTP as protocol.

BitTorrent/P2P. The popular P2P-protocol BitTorrent and all other P2P wdffat is
not eDonkey. Note, that the P2P traffic that is not BitTorreneDonkey only
adds a tiny fraction. Moreover, this category represent®2P traffic if the
study no further subdivides P2P traffic. This is the case fdroA[106] and

2NANOG is the North American Network Operators Group.
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Figure 4: Barplot of the application mix in the Internet (iiedl categories) for differ-
ent years, different regions according to several sourt¥s, [156, 106, 153](BitTor-
rent/P2P contains all P2P except eDonkey.)

Sandvine [153]. Note as well, that the Arbor study [106] mpa table with
traffic shares, stating 0.95 % for P2P. This table is anndtaith the comment
that P2P is more likely to account for 18 % based on payloapeicison of a
limited data subset.

eDonkey. Another P2P protocol, if reported.

Other/known. Other identified traffic, for details we refer to the corresgiog stud-
ies.

Unclassified. Traffic that has not been classified. Note, that the Sand\isg][study
does not mention unclassified traffic, which either impliesiaute fraction or
that it is missing in the plot.

Looking at these statistics we find that all studies repotigaiicant fraction of
Web traffic. Indeed, Web is dominant (560 %) in most studies, followed by P2P and
streaming. It is noteworthy that Usenet is responsible foomnegligible fraction in
several studies. This is surprising and a good example &intiportance of revisiting
the application mix periodically in order to identify nevetrds.

In terms of P2P protocol distribution Figure 4 shows thaT8itent is dominating
and the shares of eDonkey are decreasing. Thus, we nota¢hatsults of Plissonneau
et al. [143] who observed 91 % of the P2P traffic is due to eDprike2004 are no
longer applicable. Indeed, the popularity among P2P poigoswapped in favor of
BitTorrent. We can also see a general trend: P2P is declaxngrding to all studies.
This is also supported by the results of Anderson [21]. Hatsadut that this decline
comes with an increase in video streaming. Moreover, mofteo$tudies pointed out
that currently One-Click-Hoster (e.g., Rapidshare or Méglaad) are as important for
file-sharing as P2P systems.
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Figure 5: Barplot of content-type popularity in the Interfenified categories) for
different protocols, different regions according to sevepurces [117, 156, 58].

Of course there are also trends that do not impact the agiplicaix, for example
Online Social Networks (OSNSs) such as Facebook. This is dltileet fact that OSNs
use HTTP and they do not transport large videos, but profdmehts. Nevertheless,
OSNs are not unimportant given the huge number of OSN usetd-wide.

4.2 Content-types in the Internet

Next, we turn to the popularity of content-types in the In&dr Again, we leverage
several data sources, namely Maier et al. [117], ipoque][1&56l Erman et al. [58].
Once more we unify the categories and present results faestmtransferred via
BitTorrent, eDonkey, and HTTP. See Figure 5 for a summary.

We see that videos are the most popular content in P2P sy¢Bitiierrent and
eDonkey). Even in HTTP videos account for more traffic thay ather category.
Although HTTP was designed to transfer Web pages (text, -BML, XML, CSS,
JavaScript, and image files) these contribute less thandaghihe total HTTP volume.

Overall, a significant fraction of software and archives dagiceable. According
to Maier et al. [117] almost all videos are in flash-video fatnand are served by
video portals such as YouTube. Similarly, almost all arekigre served by One-Click-
Hosters. This is confirmed by the results of Erman et al. [58].

Shifts in the popularity of content-types can be anotheicetdr of new trends. For
example, there have been almost no flash-videos before ¢a&through of YouTube.

4.3 Time-of-day Effects

In order to understand when people are active in the Intemeeshow time-of-day
usage plots of link utilization from Maier et al. [117] in kige 6, and aggregated traffic
volume Sandvine [153] in Figure 7.
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In general, we observe a peak utilization at prime-time ado8pm and a daily
low between 2 am and 4 am. As the data sets of all these studigsimarily collected
from residential networks, it not surprising that they &bw similar characteristics.
The peak usage in the evening hours can easily be explaingx igct that people are
usually not at home during business hours. Rising demarsi$@fore lunch and in
the afternoon may be due to children returning home fromacho
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Name Type Start date Dur. Size Application Volume
MAR10 packet | 04 Mar'1l0 2am| 24 h >5TB >3TBHTTP,>5 GB DNS
HTTP-14d | log file | 09 Sep’09 3am| 14d | > 200GB | corresponds to- 40 TB HTTP
DNS-5d packet | 24 Feb’'10 4pm| 5d >25GB > 25GB DNS

Table 1: Summaries of anonymized traces from a European ISP

5 Traffic Trends: Content Server Diversity

So far we have highlighted that the Web and P2P protocolseaponsible for a major
share of the Internet traffic. However, we have not yet exguldfall content is equally
popular or if a few content providers dominate. This is thal@d this section.

Our evaluation methodology relies on packet level tracesfa large European
ISP. We analyze them towards identifying CDI infrastruetiand their behavior as
seen by an ISP. Here, we find that CDIs rely on the domain NanstéeBy(DNS)
for their operation. Thus, we focus our analysis on the DN&asgtructure in order
to find the server deployment, mapping and operational behat CDIs. Based on
these observations, we develop classification methodstectd€DI infrastructures
and perform a first potential analysis on the impact of CDIrapen when basic ISP
knowledge is available.

5.1 Residential ISP Traces

We base our study on three sets of anonymized packet-legehadtions of residen-
tial DSL connections collected at aggregation points withiarge European ISP. Our
monitor, using Endace monitoring cards, allows us to olesére traffic of more than
20,000 DSL lines to the Internet. The data anonymizatioasgification, as well as
application protocol specific header extraction and andrgtion is performed im-
mediately on the secured measurement infrastructure tsangro NIDS [142] with
dynamic protocol detection (DPD) [55].

We use an anonymized 24 h packet trace collected in March @0AR10) for de-
tailed analysis of the protocol behavior. For studying kemgrm trends, we used Bro’s
online analysis capabilities to collect an anonymizedaarok specific trace summary
(HTTP-14d) spanning 2 weeks. Additionally, we collected an anonych&Zzday DNS
trace DNS-5d) in February 2010 to achieve a better understanding of hatnames
are resolved by different sites. Due to the amount of traffaua vantage point and the
resource intensive analysis, we gathered the online traoensiries one at a time. Ta-
ble 1 summarizes the characteristics of the traces, inuuttieir start, duration, size,
and protocol volume. It is not possible to determine the eaaplication mix for the
protocol specific traces, as we only focus on the specifioopadt However, we use
full traces to cross check the general application mix eiaru

With regards to the application mix, recall Section 4, Maerl. [117] find that
HTTP, BitTorrent, and eDonkey each contribute a signifiGambunt of traffic, see
Table 1. INnMAR10 HTTP alone contributes almost 60 % of the overall traffic at ou
vantage point, BitTorrent and eDonkey contribute more tha#. Recall that similar
protocol distributions have been observed at differenesirand at other locations of
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the same ISP, see Figure 4 summarizes the results. Notelttnagteall streaming is
done via the Web on top of HTTP. Therefore, we conclude thatatly HTTP is the
dominant service and P2P is still responsible for at lea% &bthe traffic.

AnalyzingHTTP-14d, we find more than 1.2 billion HTTP requests, or 89 million
requests per day on average. This is consistent with 95omitiequests in 24 hours
in MAR10. The advantage of using click stream data from a large setflential
users is their completeness. We are, e.g., not biased bytitert offeredi) by a web
service (ii) whether sufficient users installed measurement tools stitesalexa.com
toolbar, or(iii) whether users actually use some kind of Web proxy.

To identify the most popular web services, we focus on thetrmpopular hosts.
As expected, the distribution of host popularity by volunseveell as by number of
requests is highly skewed and is consistent with a Zipf-tistribution as observed
in other studies [117]. The top 10,000 hosts by volume anddpel0,000 hosts by
number of requests together result in roughly 17,500 ho$tss indicates that on
the one hand, some hosts that are popular by volume may naifadgp by number
of requests and vice versa. On the other hand, there are sostgethat are popular
according to both metrics. The total activity by these hastsounts for 88.5% of
the overall HTTP volume and more than 84 % of the HTTP requesssuming that
the HTTP traffic volume accounts for roughly 60 % of the totalffic, similar to the
observations made in September 2009 [117, 5] addAR10, more than 50 % of the
trace’s total traffic is captured by these hosts.
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5.2 Server Diversity and DNS Load Balancing

To better understand how HTTP requests are handled andcheddig servers, we use
DNS-5d to analyze the 20 most heavily queried DNS names to identffical usage
patterns. We consider only the most heavily used resohigur& 8 shows two of the
typical patterns for two of the DNS names. It also shows hawvésolved IP addresses
change (y-axis) across time (x-axis) for two hostnamegeaetively a software site,
labeled Softwarel, and a media site, labeled Medial. Theaklines annotate mid-
night. If two IP addresses are plotted close to each othierirttlicates that the longest
common prefix of the two addresses is close. We note that thtadime of Softwarel
is mainly resolved to a single subnet, excepting a few speases. However, Medial
is load balanced across approximately 16 different sites Medial, there appears to
be one main site which is almost always available, while gmeaining 15 are predom-
inantly used during afternoon and evening peak usage hours.

These results are promising, and show that individual siteg@xpose a certain
degree of server diversity to their users. While our trad@TP-14d) includes the
queried hostnames, it does not include the resolved IP ssldess a HTTP request
header contains the hostname but not the IP address of a.s@oveerify the above
behavior and get an up-to-date view of the DNS replies fohti&names of our trace,
we used 3 hosts within the ISP to issue DNS queries to the 3RS resolver for all
17,500 hostnames repeatedly over a fourteen day measurpered starting on Tue
Apr 13th 2010. During these two weeks, we received more tBamillion replies. Un-
less otherwise mentioned, we rely on our active DNS measemasnwith augmented
statistics concerning volume and requests fldiTP-14d.

5.3 Server Location Diversity

Our analysis of hostnames and their assignment to servsegiion 5.2 has shown that
content can be served by multiple servers in different loaat In fact, many domains
use the service of @ontent Delivery InfrastructuréCDI), which can be seen during
the DNS resolution progress: The original domain nhame ispadjo the domain of a
CDI, which then answers requests on behalf of the request®aith name from one of
its caches [168]. Almost all CDls rely on a distributed isfraicture to handle the ex-
pected load, load spikes, flash crowds, and special evedtitiénally, this introduces
needed redundancy and fail over configurations in theiicesv Among the most stud-
ied CDI' are Content Distribution Networks (CDNSs), such dsafai [111, 168, 89],
and Content Delivery Platforms (CDPs), such as Google [a@d]their YouTube ser-
vice [37].

The DNS server can choose to return one or more server |Psmidrbased on the
domain name in the request and the IP address of the requé&NS resolver. For
example, it may use a geo-location database [120] to |laz#ftie region of the DNS
resolver, utilize BGP data to identify the ISP, create a kngypmap derived via tracer-
outes, or any combination of these and other topologicalgaudjraphic localization
techniques. A DNS server has, in principle, two methods dadIbalancing across
multiple servers:

MultQuery: Can return multiple IP addresses within a single DNS respons
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Figure 9: CCDF of mean # of IPs (top) and subnets (bottom) pés Beply for the
ISPs DNS resolver.

CrossQuery: Can return different IP addresses for repeated querieshaisdperform
DNS redirection.

In our active DNS measurements, we found that often a mixafikdultQuery and
CrossQuery is being used in practice. Furthermore, we uUsectheasurement results
to (i) map hostnames to sets of IP addresses(@ndheck the IP address diversity of
these sets for a better understanding of server diversitytaeir location. We achieved
this by aggregating the returned IP addresses into subas&siton BGP information
obtained from within the ISP. This allows for detailed infation about the different
locations within the ISP, while giving an aggregated viewsabnets reachable via
peering links.

Another issue stems from the fact that the IP address retlop¢he CDI depends
on the IP address of the ISP DNS resolver [3, 140, 168]. Dukispwe used the DNS
resolver of the ISP of our vantage point as well as externabD@solvers (see section
5.3). The former reflects the experience of most of the diantour vantage poiht

SWe verify using the traces that more than 95 % of the clientgheséSP’s DNS resolver as their default
one.
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The latter lets us discover additional diversity as well adarstand the preference of
the CDI for this specific ISP.

Prevalence of MultQuery. We start our analysis by checking the prevalence of the
first form of DNS based load balancing, MultQuery. Figure 6vgsia CCDF plot of
the average number of IP addresses (top) and subnets (D@eomNS reply. In addi-
tion, we included the same data normalized by traffic volunteraumber of requests.

A first observation is that the number of returned IP addsepse request is rather
small. The median i$, the average i$.3 and even th®.9 percentile i2. We note that
even when an answer yields multiple IP addresses, the nya@rthem are from the
same subnet. Therefore, the diversity decreases eveeffifrite aggregate to subnets.
From a network perspective, this implies that there is natlmzhoice, neither for the
ISP nor for the user, regarding where to download the coritent. Both are limited
to the information provided by the DNS server. However, wivernormalize the hosts
by their respective popularity, we see a significant impnoget. More tharz9% of the
volume andl9% of requests have a choice among at |@d&t addresses.
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Prevalence of CrossQuery. Next, we check how prevalent CrossQuery, the second
form of DNS based load balancing is. Since CrossQuery rettifferent IP addresses
for repeated queries, its potential contribution to sedieersity can only be studied
by aggregating across time. The lines labefed | Dorai n Nane in Figures 10
and 11 capture this case.

We find that more thafi0 % of the volume or requests can be served by more than
one IP address. Similarly, there is choice between at leasstibnets ovet0 % of the
time across both metrics, see Figure 11. This indicateshba is significant potential
for the ISP to bias the location preference of the CDI.

Subdomain Aggregation. Since some CDIs only use subdomains as hints about the
context of the requested URLs or the requested servicescawaraulate the answers
further regarding the 2nd and 3rd part of the domain namedsediiosts, see Figures 10
and 11 at the respective data series called Level Domai n and2nd Level
Domai n. For example, we might accumulate the IP addresses from Bpli&s for
dil.example.org and di2.example.org for the statisticther2nd level domain, but not
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Figure 12: CDF of DNS TTL value by traffic volume and by nhumbgragjuests.

the third level domain.

This is a feasible approach, since many hosts respond teqlests that belong
to a subset of the subnets returned when accumulating byettomd-level domain of
DNS resolver answer, including recursive requests andeetibins. This behavior was
verified with active measurements in [144]. We find that asieavo major CDls, a
streaming provider and a One-Click Hoster, serve requestatént from servers that
match in their second level domain.

We note that the accumulation by third-level domain, anceeisly by second
level domain significantly increases the number of obsesedahets per request both
normalized by requests as well as by volume. The number ofretl subnets fur-
ther increases when accumulating to the second-level doof&@NS resolver answer.
Studying our traces in more detail, we find that this is dueht gubstantial traffic
volume and number of requests that are served by CDIs, somioh are highly
distributed within ISPs or located in multihomed datacente peer-exchange points.

Infrastructure Redirection Aggregation. Taking a closer look at the DNS replies [126],
we find that some CDIs use CNAME records to map queried hostiaran A record.
These A records show the same pattern as the hostnames iretlieus section: the
second level domain is identical. Similar to the previougrapch, we can aggregate
by these A records.

Turning our attention to the implications of the proposegragation schemes, we
notice the available diversity increases tremendouslyreMban 50% of the hits and
70% of the bytes can be served by more tharservers. With regards to subnets, the
diversity decreases slightly. Nevertheless, more thanbnets are available for 45 %
of the hits and 55% of the bytes.

If we consider aggregation periods in the order of tens ofuteis, the numbers do
not decrease by much. The reason that most of the diversitiyssrvable even over
these short aggregation time periods, is that the typical, B€e Figure 12, is rather
short with a mean of, 100 seconds and an median 830 seconds normalized by
volume. When weighted by requests, the mean/medianli®)/300 seconds.
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ISP DNS OpenDNS GoogleDNS
Metric || observed] potential|| observed| potential || observed| potential
IPs || 123% | 242% | 58% | 160% | 6.0% | 9.7%
requests|| 14.9% | 33.2% 4.7% 18.8% 4.8% 6.4 %
volume 234% | 50.0% 12.0% | 27.7% 12.3% 13.4%

Table 2: Traffic localization within the network by diffeteDNS resolvers normalized
by number of requests and traffic volume together with themiglly available fraction
of localized traffic.

Alternative DNS Resolvers. So far we have only considered the effect of content
diversity when the ISP DNS resolver is used. To understamdrhach the DNS load
balancing deployed by a CDI is biased by the queried DNS vesolve repeat the
experiment from Section 5.2 using two other DNS resolverspdrticular, we pick
the next most popular DNS resolvers found in our traces: @&@S and OpenDNS.
Both are third-party resolvers with a global footprint anifize DNS anycast.

Comparing the results, we find that we attain more IP addrigsssity and subnet
diversity when using the ISP DNS resolver. This is mainly tluéhe fact that CDIs
select the supplied caches based on the source IP addrassjoirying DNS resolver.
Since the CDIs are no longer able to map the request to the Afgihates from,
but rather to AS the DNS resolver belongs to, the server sefeby the CDI cannot
optimize for the location of the DNS client.

A possible solution to the problem is the EDNS-Client-Sulmeension [46], an
extension that utilizes the EDNSO option field that is usethyoby DNS Security
Extensions (DNSSEC). A recent study [139] showed that tlee-tesserver allocation
can be significantly improved as well as the end-to-end pexdoce for the client. On
the other hand, this requires that all the involved resshard authoritative servers
in ISPs, CDNSs, third parties that maintain resolvers andaitative servers, e.g.,
GoogleDNS, OpenDNS, have to support EDNS-Client-Subrtension.

5.4 Impact on Traffic Localization

Analyzing the three active DNS measurements from the ISBnOpIS as well as
Google DNS resolver, we find that a significant part of the estgithat could have
been in principle served by sources within the ISP are dicetiwards servers that are
outside of the ISP. However, before tackling this issue, wednto understand what
fraction of the traffic may be served by IP addresses witren 8P’s network and what
fraction is served by IP addresses outside of the AS. To tiis we analyze each
of the three active DNS traces separately. For each tracstareby classifying all
DNS replies regarding theedi r ect i on aggregation described in Section 5.3 and
account the volume (or hits) evenly to each of the IP addsedsext, we classify the IP
addresses in two groups - inside and outside of the ISP nletwable 2 summarizes
the results of this aggregation regarding the traffic angl thiat were kept inside the
ISP’s network in the columns labeledser ved.
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Turning to the results, we find that there is hardly any défere between those
clients that use the external DNS resolvers, i.e., Googe@X OpenDNS. Of the
returned IP addresses, less tliédb are within the AS. When weighted by number of
requests, this does not change much. However, when nointaby volume, about
12% of the traffic stays within the AS. In contrast, clients thae the ISP’'s DNS
resolver fare better: almost a quarter of the traffic volus®erved from servers within
the AS. Normalized by requests, we see a three fold increaskenormalized by hits
or volume, roughly a two fold increase over using externalD#solvers. Among the
reasons for the “bad” performance of external DNS resoligeteat some CDIs may
always return IP addresses outside the ISP, despite thithédehany of its servers are
deployed within the ISP. The reason behind this is that thés@Bnnot map the DNS
resolver to the AS anymore, and thus are unaware of the ooigihe request. This
explains the substantial difference and highlights on the lmand the effectiveness of
the CDI optimization, but also points out its limits. As sudhis not surprising that
there are efforts under way within the IETF to include therseuP addresses of the
DNS client in the DNS requests [47].

However, one can ask if the CDI utilizes the full potentiatmafffic localization on
an AS level. For this, we check the potential of traffic lozation, by changing the
volume (or hit) distribution from even to greedy. Thus, asrsas we observe at least
one IP address inside the ISP’s network, we count all traffi¢tfe entire aggregation
to be internal. Table 2 shows the results in the columns éalj@bt ent i al for all
three DNS traces. Note the substantial differences. Ouitseimdicate that a gain of
more than a factor of two can be achieved. Furthermore, up ¢ 5f the traffic can
be delivered from servers within the ISP rather than only 28. This may not only
in itself result in a substantial reduction of costs for tB&, but it also points out the
potential of collaboration between CDIs and ISPs. While tieedase is noticeable it
is nowhere near that of the ISP’s DNS resolver. The poteb#akfit when relying on
GoogleDNS is rather small. A deeper study on our resultsilsmtreat content served
by highly distributed and redundant infrastructures catobalized the most.

5.5 Summary

We find that HTTP is again the dominant traffic source, whike phevalence of P2P
traffic decreases. Since most CDIs rely on distributed stftecture, we not only ob-
serve significant server location diversity but also sigaifit path diversity for access-
ing HTTP based content. Indeed, there is the potential te taghly half of the
overall traffic by redirecting queries to different conteatvers.

More precisely, we estimate that arourit? of the HTTP traffic in a big European
ISP can be redirected when taking advantage of the divatsiyto MultQuery, Cross-
Query and hostname aggregation. Furthermore, we show tiant CDI optimiza-
tions that approximate the location of end-users basedelotation of the local DNS
resolvers are more effective than those based on the locatithird-party resolvers.
Finally, we show that the traffic localization potential kit the above mentioned ISP
is very high especially when the ISP DNS resolver is utilized
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6 Content Delivery: An Overview

While content may be seen as king not all content is equallyulaommong users.
Indeed, content popularity often follows “Zipf’s law”. Ihe popularity of elements
as function of the rank is consistent with a power-law disttion it is referred to as
Zipf's-like (see [186, 125] and references therein). Thkria determined by the num-
ber of occurrence of an element, where a low rank index reéeaspopular element.
Not surprisingly Zipf's law does not only apply to the popitia of content but also
quite a number of different quantities in Internet traffiscluding the popularity of
Web pages [33, 159], traffic demands [59, 62, 183, 177, 44lyadkas interdomain
Web traffic demands [64]. Thus, while some content can beeddny a single server
most content, namely the popular content, can only be sefteid highly replicated
across multiple servers. Thus, one of the main challengesritent delivery iserver
selection Server selection means identifying a specific server frdrichvthe request
for content by a user is satisfied.

Content delivery and the network infrastructure interacistty through content
source selection, often called server selection. Heregéssdhot matter whether the
source is a server pushing content through HTTP or from a ipearP2P network.
In the case of HTTP, the domain name system (DNS) is the peefenechanism for
performing server selection. In the case of P2P, peer gafestrategies drive where
the content is obtained from and how, e.g., when the corgandtiinto chunks.

To direct users to appropriate servers, CDIs rely extehysomthe Domain Name
System (DNS). We describe this and other server selectiahamisms in detail later
in this section. The CDI chooses a server based on severatseTriteria for server
selection include the IP address of the end-user's DNSvesdhe availability of the
server, the proximity of the server to the resolver, and toaetary cost of delivering
the content. Note that the server selection does not knowliteet IP address or net-
work location, it only knows the IP address of the DNS resoilie end-user contacted.
A recent study [3] showed that sometimes the end-user islose ¢o the resolver. To
improve the mapping of end-users to servers, the clienEIRE extension [47] has
been recently proposed.

In P2P systems peers can choose among all other peers toodaledntent from
but only if the have the desired content. Thus the problenetifrig content in a P2P
system is actually two-fold: first the user needs to find theeat and once it knows of
possible peers it can download the content from, it needsrinect to some of them to
get the desired content. In P2P systems the content lookapliged in many different
ways. Some P2P network, called structured P2P, implemeistrgbdted lookup sys-
tem most often referred to as distributed hash table (DHT)eOP2P systems, called
unstructured P2P, like Gnutella, flood search request meaetwork. Some systems
rely on a partial centralized infrastructure to obtain emtinformation. We discuss
the different approaches in P2P systems in more detail tioseg.2.

Before we can discuss all the various options on how contelitedty can be im-
proved in the current Internet we give a short overview hoypéctl Content Distribu-
tion Network operates.
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Figure 13: Example of CDI deployment and traffic flows (Welffitalemands).

6.1 Content Delivery Networks

Recall content is king in the current Internet and contetypgcally first placed on the
Web site of the content producer, the original Web servemtéht Delivery Infras-
tructures (CDIs) (see, e.g., [90, 52, 77, 29, 94, 103, 154])dasigned to reduce the
load on origin servers and at the same time improve perfocmé&or the user. Most
CDIs have a large set of servers deployed throughout thenettand cache the con-
tent of the original publisher at these servers. Thereforgheer view of CDlIs is that
they provide reverse proxy services for content providirs,publishers. In order to
take advantage of their distributed infrastructure, retpifor data are redirected to the
“closest” cache server. Intelligent redirection can redoetwork latency and load (and
therefore network congestion) improving response timelsGiiffer in their approach
to redirecting traffic. Some (such as Akamai [134]), use DdiBanslate the hostname
of a page request into the IP address of an appropriate s&hisitranslation may con-
sider the location of the client, the location of the sertteg, connectivity of the client
to the server, the load on the server, and other performanteast based criteria.
An example that shows how the CDI infrastructure is embeddetie Internet

architecture is shown in Figure 13. Recall, the Internetivdd into a collection of
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http://home.ex/index.htm

URL: cdi .ex/ex1.gif
Referrer: home.ex/index.htm

This is only
an example

URL: home.ex/ex2.gif
Referrer: home.ex/index.htm

URL: adserver.ex/ex3.gif
Referrer: home.ex/index.htm

URL: cdi .ex/ex4.jpg
Referrer: home.ex/index.htm

Figure 14: Example Web page with some CDI content.

autonomous systems (ASes). Each AS is managed by an Inteenéte Provider
(ISP), who operates a backbone network that provides ctimitgdo clients and to
other ISPs. Figure 13 shows four ASes, numbered 1-4, whadédbaes consist of
three routers each, two Web site publishers, home.ex arahaniex, and two sets of
clients. The publisher home.ex is connected to AS 3 whilgth#isher adserver.ex is
connected to AS 2. A set of clients is connected to AS 1, andth&S 4.

The location of the CDI's servers differ from CDI to CDI andpgads on con-
tractual agreements between the CDI and the individual.|$Psome instances, the
CDI servers are deployed within the data centers of the |SPtlagrefore belong to
the same AS, like AS 1, 2,4 in Figure 13. Clients of the ISP {aselrs) are typically
served by these servers in the same AS. With other ISPs, then@iphave a private
peering agreement that allows the CDI to serve requests fineniSPs clients via a
direct connection between the CDI and the AS. The CDI may edstocate servers
with the ISP’s clients, e.g., on university campuses. WitleoISPs there may be no
relationship with the CDI, and the traffic to the ISP’s clierd routed via another AS.

Let us consider the steps that are necessary to download é¢bep@ge shown in
Figure 14. This page consists of one main page located at .bafimelex.htm and
four embedded objects. The publisher responsible for hexteas decided to use the
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services of a CDI, cdi.ex. One object (ex2.gif) of the sanpalge is located on the same
server as the page itself (index.htm); another object ¢#3s served by a company
providing dynamic advertisements, adserver.ex; and thjecl.gif and ex4.jpg are
hosted by the CDI.

If a specific client from client set A in Figure 13 accesses \ttiebh page, pub-
lisher home.ex serves the bytes for the main page and onedeledbebject, publisher
adserver.ex serves the bytes for the object located onritsrseand the “nearest” CDI
server serves the two CDI-located objects—in this case Mliee served from AS 1.
In contrast, if a specific client from client set B accesseqtge, the two CDI objects
are delivered from a different CDI server, namely the one 84AKeep in mind that it
is the objective of the CDI to direct the client to a CDI sertfet is close to the client.

To complete the picture one question remains. How does tHekiidse the “near-
est” server to deliver the content from? Today’s CDI langscgelies mainly on three
techniques to assign end-users to servers.

1. IP-Anycast
2. DNS based redirection
3. HTTP redirection

While all techniques help the CDIs to assign end-users to feevers, all of them
have different drawbacks. In the following we will explaioviathe different techniques
work and what those drawbacks are:

IP-Anycast. IP Anycast is a routing technique used to send IP packet®ttofiologi-
cally closest member of a group of potential CDI servers. figdast is usually realized
by announcing the destination address from multiple locatin a network or on the
Internet. Since the same IP address is available at multipiions, the routing pro-
cess selects the shortest route for the destination acgptalits configuration. Simply
speaking, each router in a network selects one of the lotatlee Anycasted IP is an-
nounced from based on the used routing metrics (e.g., pagftHer routing weights)
and configures a route towards it. Note that, if a networkngaf an Anycasted IP
address from different sources, it does not necessarictall its traffic to one of its
locations. Its routing can decide to send packets from regian the network to lo-
cation A" while region B gets a route to location B’. This meahat the entire server
selection of a CDI becomes trivial as it is now a part of thdir@uprocess. This means
that the CDI loses control of how the users are mapped to tlverseecause the net-
work calculates the routing based on its own metrics. Arnaigeie is that the routing
in a network is optimized based on the ISPs criteria whichhinigpt be the same as
the CDIs or even contrary. Thus the “nearest” server mighbadhe best one the CDI
could offer.

DNS-based redirection. Today most CDIs rely on the Domain Name System (DNS)
to direct users to appropriate servers. When requestingerihe end-user typically
asks a DNS resolver, e.g., the resolver of its ISP, for theluésn of a domain name.
The resolver then asks the authoritative server for the @aniais can be the CDI's
authoritative server, or the the content provider’s autative server, which then dele-
gates to the CDI's authoritative server. At this point thel GBlects the server for this

29



request based on where the request comes from. But the tefpgssnot come directly
from the end-user but from its DNS resolver! Thus the CDI caly gelect a server
based on the IP address of the end-user's DNS resolver. Tawaphe mapping of
end-users to servers, the client-IP eDNS extension [47]bkas recently proposed.
Criteria for server selection include the availability bétserver, the proximity of the
server to the resolver, and the monetary cost of delivetiegcbntent. For proximity
estimations the CDIs rely heavily on network measuremer@4][and geolocation in-
formation [120] to figure out which of their servers is clogednd has the best network
path performance. A recent study [3] showed that sometitreegtid user is not close
to the resolver and another study points out that geolatditabases can not be relied
upon [146]. Thus the proximity estimations for the “nedr€dd| server highly depend
on the quality and precision of network measurements andepiDNS deployment
of the ISPs. For an excellent survey on DNS-based Servect®aie in CDNs, we
refer the reader to [140].

HTTP redirection. The Hypertext Transfer Protocol (HTTP) is today’s de-fastim-
dard to transport content in the Internet (see section 5 frbtocol incorporates a
mechanism to redirect users at the application level at Ease it was standardized
as version 1.0 in 1996 [30]. By sending an appropriate HT BRustcode (HTTP sta-
tus codes 3XX) the web server can tell the connected useathequested object is
available from another URL, which can also point to anottewer. This allows a
CDI to redirect an end-user to another server. Reasonsifontight include limited
server capacities, poor transfer performance or when anséver is closer to the end-
user, e.g., a client from the US connecting to a server in iisdthough the CDI has
servers in the US. The HTTP redirection mechanism has somertant benefits over
the DNS based approach. First, the CDI directly communscaith the end-user and
thus knows the exact destination it sends the traffic to (spgdo the assumption that
the DNS resolver is “close”). Yet it still has to estimate fireximity of the end-user
using the same methodologies as described in the DNS based $acond, the CDI
already knows which object the end-user requests and catiigsaformation for its
decision. It allows a CDI to direct a user towards a servema/lige content object is al-
ready available to improve its cache hit rate. Other imputiitzformations includes the
size and type of the object. This allows the CDI to optimize skrver selection based
on the requirements to transfer the object e.g., for delagitee ones like streaming
video or more throughput oriented ones like huge softwatehgs. Yet this improve-
ment comes at a price as the user has to establish a new donnecanother server.
This includes another DNS lookup to get the servers IP addiesvell as the whole
TCP setup including performance critical phases like sltastsThis can repeat itself
multiple times before an appropriate server is found, whielays the object delivery
even further.

6.2 Peer-to-Peer Networks

Peer-to-peer (P2P) is a distributed system architecturehich all participants, the
so called peers, are equally privileged users of the syst#®&mR2P system forms an
overlay network on top of existing communication network&sy(, the Internet). All
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participating peers of the P2P system are the nodes of thagvetwork graph, while
the connections between them are the edges. It is possibladnd this definition of
edges in the overlay network graph to all known peers, inraghto all connected
peers. Based on how peers connect to each other and thughmiibderlay network,
we can classify P2P systems into two basic categories:

Unstructured: The P2P system does not impose any structure on the ovetay n
work. The peers connect to each other in an arbitrary fashidost often peers are
chosen randomly. Content lookups are flooded to the netveogk, (Gnutella), resulting
in limited scalability, or not offered at all (e.g., plaintBorrent).

Structured: Peers organize themselves following certain criteria @gdrithms.
The resulting overlay network graphs have specific topewgnd properties that usu-
ally offer better scalability and faster lookups than unstuired P2P systems (e.g.,
Kademlia, BitTorrent DHT).

The overlay network is mainly used for indexing content aadrpliscovery while
the actual content is transferred directly between pednss The connection between
the individual peers has significant impact on both the ticeatent transfers as well
as the performance of the resulting overlay network. Thisbeen shown in previous
studies and multiple solutions have been proposed [18116&%,11, 18, 132] which
are described in detail in section 10.

Applications of P2P systems in content delivery range frione tinsensitive appli-
cations like file sharing, software delivery or patch disition to very time sensitive
ones like streaming TV or on demand video delivery.

Peer-to-Peer system§o construct an overlay topology, unstructured P2P netsvork
usually employ an arbitrary neighbor selection proced@66]. This can result in a
situation where a node in Frankfurt downloads a large cafiiferfrom a node in Syd-
ney, while the same information may be available at a nodesitirB While structured
P2P systems follow certain rules and algorithms, the in&tiom available to them ei-
ther has to be inferred by measurements [150] or rely on glyldivailable information
such as routing information [152]. Both options are mucls lg®cise and up-to-date
compared to the information information an ISP has readihaad. It has been shown
that P2P traffic often crosses network boundaries multipteg [8, 97]. This is not
necessarily optimal as most network bottlenecks in theheteare assumed to be ei-
ther in the access network or on the links between ISPs, betfyran the backbones
of the ISPs [17]. Besides, studies have shown that the desimetent is often avail-
able “in the proximity” of interested users [97, 149]. Thésdue to content language
and geographical regions of interest. P2P networks beneifit increasing their traffic
locality, as shown by Bindal et. al [31] for the case of Bitrort.

P2P systems usually implement their own routing [20] in therkay topology.
Routing on such an overlay topology is no longer done on gpefix basis, but rather
on a query or key basis. In unstructured P2P networks, ciareedisseminated, e.g.,
via flooding [80] or random walks, while structured P2P netsgmften use DHT-based
routing systems to locate data [166]. Answers can eitherebé directly using the
underlay routing [166] or through the overlay network byaeing the query path [80].
By routing through the overlay of P2P nodes, P2P systemstoape paths with better
performance than those available via the Internet natiuéimg [20, 155]. However,
the benefits of redirecting traffic on an alternative paty,, @ne with larger available
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bandwidth or lower delay, are not necessarily obvious. Wthigeperformance of the
P2P system may temporarily improve, the available bandwadtthe newly chosen
path may deteriorate due to the traffic added to this path.I$Rehas then to redirect
some traffic so that other applications using this path cegive enough bandwidth. In
other words, P2P systems reinvent and re-implement a gsyistem whose dynamics
should be able to explicitly interact with the dynamics ofivenInternet routing [98,
157]. While a routing underlay as proposed by Nakao et al.][t28 reduce the
work duplication, it cannot by itself overcome the problernsated by the interaction.
Consider a situation where a P2P system imposes a lot ottiadiil on an ISP network.
This may cause the ISP to change some routing metrics anefdhersome paths (at
the native routing layer) in order to improve its networKigétion. This can however
cause a change of routes at the application layer by the P2Ensywhich may again
trigger a response by the ISP, and so on.

P2P today. The P2P paradigm has been very successful in deliveringiobta end-
users. BitTorrent [45] is the prime example, used mainlyfifersharing. Other exam-
ples include more time sensitive applications such as vétleaming [54, 115, 105].
Despite the varying (and perhaps declining) share of Pfctia different regions of
the world [117], P2P traffic still constitutes a significaradtion of the total Internet
traffic. P2P systems have been shown to scale applicatiacitgpvell during flash
crowds [182]. However, the strength of P2P systems, i.g/ba@dy can share any-
thing over this technology, also turns out to be a weaknesvithcomes to content
availability. In fact, mostly popular content is availatde P2P networks, while older
content disappears as users’ interest in it declines. Iethenple of BitTorrent, this
leads to torrents missing pieces, in which case a downloadeger be completed. In
case of video streaming, the video might simply no longenia@able or the number
of available peers is too low to sustain the required vidéadie, resulting in gaps or
stuttering of the video stream.
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Figure 15: Spectrum of content delivery solutions and iweoient of stake-holders in
the content delivery.

7 Content Delivery: The Landscape

Internet traffic grows at a rate of approximately 30% per \jd8t and is dominated
by the delivery of content to end users [2, 78, 106, 144]. Tpecwith the increas-
ing demand for content, and to support the level of religbdind scalability required
by commercial-grade applications, Content Distributiafrdstructures (CDIs) have
emerged. In general terms, CDIs are overlays built on topxistiag network infras-
tructures that aim to accelerate the delivery of contentni-@sers. CDIs include,
but are not limited to, Content Distribution Networks (CDNsuch as Akamai and
Google, Video Streaming Portals (VSP) such as YouTube, Qlink-Hosters (OCH)
like Rapidshare and MegaUpload. However, a CDI does notssaciy produce the
content that it delivers. Thus, we define a Content Produce) @s the entity that
generates content. In some cases, e.g., Google and Youhagb@P and CDI can be
the same entity. In other instances, for example Akamai amelight, the CDI only
delivers what a CP pays for.

But not all CDIs are built upon the same philosophy, desigrstachnology. For
example, a CDI can be operated independently by deployiogesain different net-
works, by renting space in datacenters or by building its datacenters. Furthermore,
some CDIs are operated by ISPs, by Content Producers, oe iteke of Peer-to-Peer
networks, by self-organized end-users. To summarize teetspn of CDI solutions,
Figure 15 provides an overview of different CDI solutioney are aligned by their
architectures according to which parties are involved.
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7.1 Independent Content Distribution

Independent CDIs are usually referred to as Content DgliMetworks (CDNSs). They
have a strong customer base of content producers and aomsésie for delivering the
content of their customers to end-users around the worldayahey are, by traffic
volume as well as hosted content, the largest players omthenket. In general, there
are four main components to independent CDN architect@ragrver deployment, a
strategy for replicating content on servers, a mechanisrdifecting users to servers,
and a system for collecting and processing server logs.

For server deployment, three main approaches exist [1¥hfralized, datacenter
based and distributed infrastructures:

Central Location: This approach is used by small CDNs, One-Click Hosters, and
applications running in public clouds. Centralized hagtiakes advantage of (a) the
economies of scale that a single location offers [25], (l&) filkexibility that multi-
homing offers [81], and (c) the connectivity opportunitibsit IXPs offer [2]. The
disadvantages of centralized hosting are the potential &ingle point of failure, and
the limited ability to ensure low latency to users locatedlfiferent networks around
the world [112].

Datacenter Based This approach deploys in several large data centers. lhaga
leverages economies of scale while improving reliability areating a larger foot-
print with further reach. However, by utilizing multiple @&enters, new challenges
regarding the content distribution, synchronization aetivdry arise. For example,
the datacenter delivering content to an end-user cannotatieadly configured any-
more, but the selection needs to take the location of theused-into account. This
approach is used by CDNs such as Limelight, EdgeCast anda®it$ Many cloud
providers also use this approach, including Amazon CloowiFend Microsoft Azure.

Distributed Infrastructures : This approach consists of a highly distributed in-
frastructure deployment, potentially deep inside thiedtyp networks. Here, the large
number of servers scattered across numerous networksajffeavailability and repli-
cation of content while being very close to end-users. Funtore, this type can bal-
ance traffic across locations, best react to flash crowds bgrdic server assignments,
and deliver content with improved latency. However, witk tiighly distributed in-
frastructures, the challenges of assigning users to the sigrver location increase
many-fold. Also, with deep deployment datacenters arellysuat available anymore,
leading to the question where to deploy how many serversayfgkkamai is only one
independent CDN that uses this approach on a global scale.

CDNs with more than one location typically follow a pull &gy [134] for content
distribution and replication. Thus, content requests caxdibected to servers that do
not have the required object cached. When a requested objact it the selected
server, neighboring servers in the same cluster or regierasked. If the object is
not available at neighboring servers, the origin or rooteseresponsible for the object
is contacted to retrieve the content. A requested objettisHatched from a remote
server is saved locally and then delivered to the end useke&p the copies of the
object fresh, a TTL value is assigned to it. When the TTL valkjares, the object is
removed. For scalability reasons, any server of the CDN thriva region can respond
to the request of an end user [171].
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A special case of the independent CDI category are free CDblsas Coral [76],
which follow a similar architectural design. In these CDBExver resources are offered
by end-users or non-profit organizations.

7.2 ISP-operated CDIs

The potential for generating revenue from content deliviexry motivated a number of
ISPs to build and operate their own Content Distributiordsfructures. For exam-
ple, large ISPs such as AT&T and Verizon have built their oidNS along the same
general architectural principles as independent CDIs. édew due to the limitations
arising from being restricted to one network, these CDNsnattedeployed in a dis-

tributed fashion across multiple networks and thus are lottdly operating solutions.
To overcome this issue, the CDNi group at the IETF [132] iwésing how to in-

terconnect these CDNSs to boost their efficiency and coverage content provider
are third parties, applications and services offered byl Other ISPs with large
footprints, such as Level3 and Telefonica [108, 109], hdse huilt CDNs in order

to efficiently transfer content across the globe and offerowed services to their end
users.

7.3 Emerging Trends in CDI Architectures

Economics, especially cost reduction, is the key drivingdobehind emerging CDI
architectures. The content delivery market has becomdyhggimpetitive. While the
demand for content delivery services is rising and the colsandwidth is decreasing,
the profit margins of storage and processing [25] are dwigdincreasing the pressure
on CDIs to reduce costs. At the same time, more parties aegiegithe market in new
ways, looking to capture a slice of the revenue. Howeveraydtraditional CDI
deployments lack agility to combat these effects. Corgrimtserver deployments last
for months or years and the available locations are typidiatited to datacenters. The
time required to install a new server today is in the order eéks or months. Such
timescales are too large to react to changes in demand. C®thexefore looking for
new ways to expand or shrink their capacity, on demand, goecésly at low cost.

7.3.1 Hybrid Content Distribution

In a hybrid CDI, end-users download client software thaiséssvith content distribu-
tion. As in P2P file-sharing systems, the content is brokempieces and offered by
both other users who have installed the client software disawdy the CDI's servers.
The client software contacts dedicated CDI servers, cabhdrol plane servers, which
schedule which parts of the content are to be downloaded Wbat peers. Criteria
for selecting peers include AS-level proximity as well as #@vailability of the content.
If no close peers are found, or if the download process framergpeers significantly
slows the content delivery process, the traditional CDVeex take over the content
delivery job entirely. Akamai already offers NetSessiof fiLhybrid CDI solution for
delivering very large files such as software updates at lewstto its customers. Xun-
lei [51], an application aggregator with high penetrationGhina, follows a similar
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paradigm. It is used to download various types of files incigdrideos, executables,
and even emails, and supports popular protocols such as HFTH?and RTSP. Xun-
lei maintains its own trackers and servers. A study of hykals [88] showed that
up to 80% of content delivery traffic can be outsourced fromesebased delivery to
end-users, without significant degradation in total dowdlome.

7.3.2 Licensed CDNs

Licensed CDNs have been proposed to combine the benefitedathe content-
provider customer base of an independent CDI with the eedhmsse of an ISP [167].
A licensed CDN is a partnership between an independent CDaarSP. The CDI li-
censes the content delivery software that runs on servéing &P while the ISP owns
and operates the servers. The servers deliver content enthesers and report log-
ging information back to the CDI. The revenue derived fromteat producers is then
shared between the two parties. Thus, a CDI can expand itgriobdeep inside an
ISP network without investing in hardware, incurring lovegrerating costs. The ISP
benefits from not having to invest in developing the software reliable and scalable
content distribution. More importantly, a licensed CDNoadleviates the ISP’s need
to negotiate directly with content producers, which mighthallenging, given an ISPs
limited footprint.

7.3.3 Application-based CDIs

Recently, large application and content producers havedaut their own CDls,
hosted in multiple large data centers. Some popular apjgitagenerate so much
traffic that the content producers can better amortize eslicosts by doing content
distribution themselves. Google is one such example. Itkeptyed a number of data
centers and interconnected them with high speed backbdwermks. Google connects
its datacenters to a large number of ISPs via IXPs and alspriviate peering. Google
has also launched the Google Global Cache (GGC) [83], wtaalbe installed inside
ISP networks. The GGC reduces the transit cost of small IB&&wse that are located
in areas with limited connectivity, e.g., Africa. The GGQ\a&s are given for free to
the ISPs which install and maintain them. GGC also allowsSkhtb advertise through
BGP the prefixes of users that each GGC server should servandther example,
Netflix, which is responsible for around 30% of the traffic irith America at cer-
tain times, is also rolling out its own CDI. The Netflix systésrcalled Open Connect
Network [130]. Netflix offers an interface where ISPs canatise, via BGP, their
preferences as to which subnets are served by which OpereCoNatwork servers.

7.3.4 Meta-CDlIs

Today, content producers contract with multiple CDIs tawdltheir content. To op-
timize for cost and performance [114], meta-CDls act as ém®ko help with CDI
selection. These brokers collect performance metrics fxaramber of end-users and
try to estimate the best CDI, based on the server that a usssigned. To this end,
the brokers place a small file on a number of CDIs. Then theyeeintihe request for
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this file in popular websites’ source code, in the form of agaript. When users visit
these sites, they report back statistics based on the sehagreach CDI assigned the
users. The broker then recommends CDIs for a given sourcenoédd taking also into
consideration the cost of delivery. Cedexis is one of theekdrs for web browsing.
Another broker for video streaming is Conviva [54]. Thesekers may compensate
when a CDI does not assign a user to the optimal server (whielsent study [144]
has shown sometimes occurs) by selecting a different CDI.

7.3.5 CDI Federations

To avoid the cost of providing a global footprint and perh&psllow for a single
negotiating unit with content providers, federations ofI€bBave been proposed. In
this architecture, smaller CDIs, perhaps operated by [[BPgtogether to form a larger
federated CDI. A CDI belonging to the federation can repéic@ntent to a partner CDI
in a location where it has no footprint. The CDI reduces #ssit costs because it only
has to send the object once to satisfy the demand for usehsiidocation. Overall,
cost may be reduced due to distance-based pricing [173].IHRE CDNi working
group [132] works on CDI federation.

37



8 Challenges in Content Delivery

The challenges that CDIs and P2P systems are faced with aeel loa the fact that
they are unaware of the underlying network infrastructure #&s conditions. In the

best case, they can try to detect and infer the topology atd ef the ISP’s network

through measurements, but even with large scale measutgrnténa difficult task, es-

pecially if accuracy is necessary. Furthermore, when ite®to short-term congestion
and/or avoiding network bottlenecks, measurements are aga. In the following we

describe the challenges those systems face in more detail.

8.1 Content Delivery Infrastructures (CDIs)

From the viewpoint of the end-users and ISPs, the redirecithemes employed by
existing CDIs have three major limitations:

Network Bottlenecks. Despite the traffic flow optimization performed by CDIs, the
assignment of end-user requests to servers by CDIs mayesillt in sub-optimal
content delivery performance for the end-users. This isrseguence of the limited
information CDIs have about the network conditions betwdenend-user and their
servers. Tracking the ever changing conditions in netwdrks through active mea-
surements and end-user reports, incurs an overhead foldtheiout a guarantee of
performance improvements for the end-user. Without sefiiicinformation about the
network paths between the CDI servers and the end-usersaignanent performed by
the CDI may lead to additional load on existing network teotécks, or to the creation
of new bottlenecks.

User Mis-location. DNS requests received by the CDI DNS servers originate from
the DNS resolver of the end-user, not from the end-userf.itsSBhe assignment is
therefore based on the assumption that end-users are oldbeit DNS resolvers.
Recent studies have shown that in many cases this assundpismot hold [118, 3].
As a result, the end-user is mis-located and the serverramsigt is not optimal. As a
response to this issue, DNS extensions have been proposedude the end-user IP
information [47].

Content Delivery Cost Finally, CDlIs strive to minimize the overall cost of deliuegy
huge amounts of content to end-users. To that end, thegramsit strategy is mainly
driven by economic aspects. While a CDI will always try to gesisers in such a way
that the server can deliver reasonable performance, thiggain result in end-users
not being directed to the server able to deliver best perdioca.

8.2 Peer-to-Peer Networks (P2P)

P2P traffic often starves other applications like Web traffibandwidth [162]. This
is because most P2P systems rely on application layer gobtised on an overlay
topology on top of the Internet, which is largely indeperndeinthe Internet routing
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and topology [8]. This can result in a situation where a noderankfurt downloads a
large content file from a node in Sydney, while the same in&tiom may be available
at a node in Berlin. As a result P2P systems use more netwsokirees due to traffic
crossing the underlying network multiple times. For mortaide and information on
P2P systems, see Section 6.2.

8.3 Internet Service Providers (ISPs)

ISPs face several challenges regarding the operation ofribwork infrastructure.
With the emergence of Content, and especially distributedent delivery, be it from
CDls or P2P networks, these operational challenges havesdsed manifold.

Network Provisioning. Provisioning and operation a network means running the in-
frastructure at its highest efficiency. To ensure this, nebles as well as the peering
points with other networks need to be established and/oradegl. However, with
the emergence of CDIs and P2P networks, the network prowigjdhas become more
complicated, since the network loads tend to shift dependim the content that is
currently transported while the direct peering might noeffective anymore.

Volatile Content Traffic. CDIs and P2P networks strive to optimize their own op-
erational overhead, possibly at the expense of the underipifrastructure. In terms
of CDIs, this means that a CDI chooses the best server basisl @nn criteria, not
knowing what parts of the networks infrastructure is beiagdi Especially with glob-
ally deployed CDls it becomes increasingly difficult for kSt predict what CDI is
causing what traffic from where based on past behavior. Tdgsahdirect implication
on the traffic engineering of the network, as this is usuadlydal on traffic predictions
from past network traffic patterns.

Customer Satisfaction. Regardless of the increased difficulty with network provi-
sioning and traffic engineering, end-users are demandimg am larger content. This,
coupled with the dominant form of flat rates for customer sup$ons, increases the
pressure on ISPs to delay network upgrades as long as possiteep prices compet-
itive. But letting links run full increases packet loss. §hin turn, drastically reduces
the quality of experience of the end-users. This, in turnpenages end-users to switch
their subscriptions.

8.4 Summary

In summary, we identify the following challenges in todagsient delivery:

e The ISP has limited ability to manage its traffic and therefiacurs potentially
increased costs, e.g., for its interdomain traffic, as welfa its inability to
do traffic engineering on its internal network while haviwegaffer competitive
subscriptions to its end-users.
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e The P2P system has limited ability to pick an optimal ovettgology and there-
fore provide optimal performance to its users, as it has i@ knowledge of the
underlying Internet topology. It therefore has to eitheréjard or reverse engi-
neer it.

e The CDI has limited ability to pick the optimal server andréfere provide
optimal performance to its users, as it has to infer the nétwapology as well
as the dynamic network conditions. Moreover, it has limkedwledge about
the location of the user as it only knows the IP address of tR& Besolver.

e The different systems try to measure the path performart=pendently.
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9 Incentives for Collaboration

ISPs are in a unique position to help CDIs and P2P systemspimira content deliv-
ery. Specifically, ISPs have the knowledge about the stateeofinderlying network
topology and the status of individual links that CDIs areiag. This information not
only helps CDIs in their user-to-server mapping, but alstuces the need for CDIs to
perform large-scale active measurements and topologpwisg [16]. It also enables
CDls to better amortize their existing infrastructure eofbetter quality of experience
to their users, and plan their infrastructure expansionenggiiciently. On the other
side, ISPs are not just selflessly giving up their networlkriimfation. Offering their
intimate knowledge of the network to CDIs puts ISPs in theatfmsthat they can also
actively guide the CDIs. This allows ISPs to gain unprecéetbimfluence on CDI
traffic.

The opportunity for ISPs to coordinate with CDIs is techiticpossible thanks to
the decoupling of server selection from content deliverygéneral, any end-user re-
questing content from a CDI first does a mapping request/lygheough the Domain
Name System (DNS). During this request, the CDI needs taddba network position
of the end-user and assign a server capable of deliverimgptitent, preferably close to
the end-user. ISPs have this information ready at their fiipge but are currently not
able to communicate their knowledge to CDIs. Furtherm@®@sl solve the challenge
of predicting CDI traffic, which is very difficult due to thedk of information on the
CDI mapping strategy regarding the end-users to serveignassnt. In order to reap
the benefits of the other’s knowledge, both parties requirentives to work together.

9.1 Incentives for CDlIs

The CDIs’ market requires them to enable new applicatioritewiducing their opera-
tional costs and improve end-user experience [134]. By erdmg with an ISP, a CDI
improves the mapping of end-users to servers, improveseretid-user experience,
has accurate and up-to-date knowledge of the networks arsdgins a competitive
advantage. This is particularly important for CDIs in ligiftthe commoditization of
the content delivery market and the selection offered towsets, for example through
meta-CDNs [54]. The improved mapping also yields bettaastfucture amortization
and, thanks to cooperation with ISPs, CDIs will no longereh&w perform and an-
alyze voluminous measurements in order to infer the networlditions or end-user
locations.

To stimulate cooperation, ISPs can operate and provide tietivork knowledge
as a free service to CDlIs or even offer discounts on peeritgpsting prices, e.g., for
early adopters and CDIs willing to cooperate. The loss ofipgeor hosting revenue
is amortized with the benefits of a lower network utilizatioeduced investments in
network capacity expansion and by taking back some contret traffic within the
network. Ma et al. [116] have developed a methodology tovegtt the prices in such
a cooperative scheme by utilizing the Shapley settlemenhamsm. Cooperation can
also act as an enabler for CDIs and ISPs to jointly launch rgliaations in a cost-
effective way, for example traffic-intensive applicatiossiech as the delivery of high
definition video on-demand, or real-time applications saslonline games.
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9.2 Incentives for ISPs

ISPs are interested in reducing their operational andsirsature upgrade costs, of-
fering broadband services at competitive prices, and elétig the best end-user expe-
rience possible. Due to network congestion during peak,H8&s in North America
have recently revisited the flat pricing model and some haveanced data caps to
broadband services. A better management of traffic in thetivorks allows them to
offer higher data caps or even alleviate the need to inteduem. From an ISP per-
spective, cooperation with a CDI offers the possibility toglobal traffic and peering
management through an improved awareness of traffic adresstiole network. For
example, peering agreements with CDIs can offer cooperatiexchange for reduced
costs to CDIs. This can be an incentive for CDIs to peer withsiSand an additional
revenue for an ISP, as such reduced prices can attract@difpeering customers.
Furthermore, collaboration with CDIs has the potentialeduce the significant over-
head due to the handling of customer complaints that oftenadstem from the op-
eration of the ISP but the operation of CDIs [40]. Througls th&Ps can identify and
mitigate congestion in content delivery, and react to stlisttirbances caused by an in-
creased demand of content from CDIs by communicating theseédnts back directly
to the source.

9.3 Effect on End-users

Collaboration between ISPs and CDls in content delivery@mgps end-users to obtain
the best possible quality of experience. As such, this esea incentive for end-users
to support the adoption of collaboration by both ISPs and<CBbr example, an ISP
can offer more attractive products, i.e., higher bandwidtlower prices, since it is able

to better manage the traffic inside its network. Also, thaoksetter traffic engineering,

ISPs can increase data caps on their broadband offers, gwidriSP more attractive

to end-users. Moreover, CDIs that are willing to jointlyidet content can offer better
quality of experience to end-users. This can even be dooeighrpremium services

offered by the CDI to its customers. For example, CDIs deliggestreaming services

can offer higher quality videos to end-users thanks to bestever assignment and
network engineering.
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10 Opportunities for Collaboration

As pointed out ISPs are in a unique position to help CDIs arfel $3&tems to improve
content delivery since they have the knowledge about the sfahe underlying net-
work topology, the status of individual links, as well as theation of the user. In this
section we first describe the high level concept all exissiolyitions have in common
and then continue by illustrating where and why they diffecértain aspects.

The presented solutions include the original Oracle canmegposed by Aggarwal
et al [11], P4P proposed by Xie et al. [181], Ono proposed bgffoks and Busta-
mante [39] and PaDIS proposed by Poese et al. [145]. We alsoagi overview of
the activities within the IETF which have been fueled to saxiend by the proposed
systems discussed in this section, namely ALTO and CDNi.

10.1 Conceptual Design

To overcome the challenges in Content Delivery, recalliged, various solutions
have been proposed by the research community. While theyifigi th certain as-
pects, their basic idea is the same: utilize available mé&giron about the network to
make an educated selection prior connecting to a servidlawiog this idea, all of the
proposed solution employ the same basic conceptual debigmanagement planis
responsible for collecting up-to-date information abdwg hetwork while thesontrol
planeacts as an interface to this information for the application

Management Plane: The Network Map.The systems management plane is respon-
sible to collect up-to-date state network information tsas network topology, routing
information, link utilization and other important metric¥his information is used to
maintain an internal map of the network representing theeotiistate of the real net-
work. One important aspect of this component is how the médion about the net-
work is retrieved. The different implementations rangerfractive measurements over
passive measurements to active participation in networkag@ment systems (such as
BGP). Another important aspect is the frequency in whichrnfe@rmation is collected.
For certain information such as topology or routing an imiagdupdate is necessary
to guarantee correct functioning of the system, while athsuch as link utilization or
packet loss rates, only degrade the quality of the systeithoer information, such
as link capacities or transmission delays, can be consideeni-)static. Last but not
least the systems differ in what information is necessahetoperational and if addi-
tional information sources can be used to improve accuracy.

Control Plane: The Information Interface. The control plane of the system is re-
sponsible for providing an interface to the information loé tmanagement plane so
that clients can make use of the information. This can blgiba seen as an interface
or API that clients can query to get information about theenir network state. The
various proposed solutions differ mainly in which fashiow @t which granularity the
information can be retrieved. There are two main competp@aches: abstracted
network maps and preference lists. The first one transfonmsvtailable information
from the management plane into an annotated representdticodes and edges. The
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big difference to the actual data of the management plafeiaggregation level and
the specific annotations. Clients can then query the systgrettan up-to-date abstract
network map, which they can use to decide which of the passiéstination to connect
to by calculating the best candidates by themselves us@igadtvn optimization target.
The second one uses the information of the management mairedte a ranked list
of possible service destinations (read: IP addresses).réihéred input includes the
source, possible destinations and (if the system suppaitsphe collaboration objec-
tives) an optimization goal, e.g., minimal delay. The otugmnsists of a re-ordered list
of the possible destinations in regard to the optimizatioal gthe first being the most
and the last being the least desirable destination.

Note that in both cases the client is in the position to sdlecfinal destination, al-
lowing to completely ignore the additional information. é&her important fact is that
the client is not necessarily the end-user but might be acgeprovider themselves.
For instance a company providing content delivery seni®N) could make use of
this service to improve its user-to-server mapping acguoain case of the BitTorrent
P2P system the tracker could query the service prior retgran initial peer list to a
connected client. While not strictly necessary, the two coments are usually imple-
mented as separate entities within the system to allow rbstedability, information
aggregation and/or anonymization without loosing precigir multiple collaboration
objectives. In addition to that, all systems table impdrtasues for any collaboration
approach, such as privacy information leakage or targdigattive(s).

The presentation of the following solutions will outlinestepecific implementation
and thus highlights the differences between the solutions.

10.2 P2P Oracle Service

Aggarwal et al. [11] describe aoracle service to solve the mismatch between the
overlay network and underlay routing network in P2P contistitvery. Instead of the
P2P node choosing neighbors independently, the ISP carecftgvice, theracle, that
ranks the potential neighbors according to certain metaadient supplied peer list is
re-ordered based on coarse-grained distance metricsthequumber of AS hops [87],
the peer being inside/outside the AS or the distance to the efthe AS. This ranking
can be seen as the ISP expressing preference for certaireR®ars. For peers inside
the network additional information can be used, such assaceandwidth, expected
delay or link congestion to further improve the traffic magagnt.

10.3 Proactive Network Provider Participation for P2P (P4P

The “Proactive Network Provider Participation for P2P” ie¢her approach to enable
cooperative network information sharing between the ngtvpoovider and applica-
tions. The P4P architecture [181] introduces iTrackersoa|s operated by network
providers that divides the traffic control responsibiktigetween providers and appli-
cations. Each iTracker maintains an internal represemtati the network in the form
of nodes and annotated edges. A node represents a set df ¢hiahcan be aggre-
gated at different levels, e.g., certain locations (PoRjetwork state (similar level of
congestion). Clients can query the iTracker to obtain theual” cost for possible
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peer candidates. This “virtual” cost allows the network rapers to express any kind
of preferences and may be based on the provider’s choicetoicséncluding utiliza-
tion, transit costs, or geography. It also enables the tclenompare and choose the
most suited peers to connect to.

10.4 Ono - Travelocity-based Path Selection

The Ono system [39] by Choffnes and Bustamante is based cimfigues for inferring
and exploiting the network measurements performed by CNghe purpose of lo-
cating and utilizing quality Internet paths without perfong extensive path probing or
monitoring” proposed by Su et al. in [168]. Based on theirasations that CDN redi-
rection is driven primarily by latency [168], they formutathe following hypothesis:
Peers that exhibit similar redirection behavior of the s&N are most likely close
to each other, probably even in the same AS. For this eactppefarms periodic DNS
lookups on popular CDN names and calculates how close ottegs @re by determin-
ing the cosine similarity with their lookups. To share thekop among the peers they
use either direct communication between Ono enabled peeia distributed storage
solutions e.g., DHT-based. On the downside Ono relies optéeision of the mea-
surements that the CDNs perform and that their assignmextegy is actually based
mainly on delay. Should the CDNs change their strategy itrdgard Ono might yield
wrong input for the biased peer selection the authors envisi

When considering our design concept described above, Orwtibarder to fit into
the picture: Ono distributes the functionality of the magragnt and control planes
among all participating peers. Also, Ono does not try to mesathe network state di-
rectly, but infers it by observing Akamai’s user-to-sermgapping behavior on a large
scale and relies on Akamai doing the actual measuremerd$, [IBus the manage-
ment plane of Ono consists of recently resolved hostnanoes fmany P2P clients.
The quality of other peers can then be assessed by the nurhbestoames that re-
solve to the same destination. The control plane in Ono's isaa DHT, which allows
decentralized reads and writes of key-value pairs in aildiggd manner, thus giving
access to the data of the management plane.

10.5 Provider-aided Distance Information System (PaDIS)

In [144, 145] Poese et al. propose a “Provider-aided InféionaSystems (PaDIS)”,
a system to enable collaboration between network operatatontent delivery sys-
tems. The system enhances concept of the P2P Oracle toemnsduder based content
delivery systems (e.g., CDNs), to maintain an up-to-dateotated map of the ISP
network and its properties as well as the state of ISP-operservers that are open
for rent. In addition, it provides recommendations on passliocations for servers
to better satisfy the demand by the CDN and ISP traffic engingeyoals. In the
management plane, it gathers detailed information abain#giwork topology, i.e.,
routers and links, annotations such as link utilizationteoload as well as topological
changes. An Interior Gateway Protocol (IGP) listener mtesiup-to-date information
about routers and links. Additional information, e.g.Kkliatilization and other met-
rics can be retrieved via SNMP. A Border Gateway Protocol RB@stener collects
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routing information to calculate the paths that traffic wllerough the network, in-
cluding egress traffic. Ingress points of traffic can be fobpditilizing Netflow data.
This allows for complete forward and reverse path mappirsidanthe ISP and en-
ables a complete path map between any two points in the 1S riet While PaDIS
builds an anotated map of the ISP network, it keeps the irdtion acquired from
other components in separate data structures. This siEgpaesisures that changes in
prefix assignments do not directly affect the routing in theaated network map. Pre-
calculating path properties for all paths, allow for constaokup speed independent
of path length and network topology. On the control pland)IBamakes use of the
prefrence lists known from the P2P Oracle, but supportsipleljtindividual optimiza-
tion targets. Apart from basic default optimizations (elgw delay, high throughput),
additional optimizations can be negotiated between thearktoperator and the con-
tent delivery system. For CDN-ISP collaboration oppottiesiwhen the ISP operates
both the network and the CDN we refer the reader to [93, 53, G6JL

10.6 Application-Layer Traffic Optimization (ALTO)

The research into P2P traffic localization has led the IETFtm a working group
for “Application Layer Traffic Optimization (ALTO)” [119]. The goal of the ALTO
WG is to develop Internet standards that offer “better-themdom” peer selection by
providing information about the underlying network and &sigin a query-response
protocol that the applications can query for an optimizeer gelection strategy [18].
On the control plane, ALTO offers multiple services to thephgations querying it,
most notably are the Endpoint Cost Service and the Map serdibe Endpoint Cost
Service allows the Application the query the ALTO serverdosts and rankings based
on endpoints (usually IP subnets) and use that informatomm optimized peer se-
lection process or to pick the most suitable server of a Ché Network Map service
makes use of the fact that most endpoints are in fact ratlosedb each other and
thus can be aggregated into a single entity. The resultingfsntities is then called
an ALTO Network Map. The definition of proximity in that casepknds on the ag-
gregation level, in one Map endpoints in the same IP subngtreaonsidered close
while in another all subnets attached to the same Point @R (PoP) are close. In
contrast to the Endpoint Cost Service the ALTO Network Magugable when more
Endpoints need to be considered and offers better sc&jab#ipecially when coupled
with caching techniques. Although the ALTO WG statement isax®e2P centric, the
service is also suitable to improve the connection to CDNessr
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11 Collaboration Use Cases: P2P and TE

The growth of demand for content is motivating collabonati@tween ISPs and appli-
cations. In this chapter we review to use cases: P2P andcTEafGiineering.

11.1 Use Case: P2P

Recall, P2P systems are self-organizing systems of autonsm@ntities, called peers,
that cooperate for common goals. These common goals range sharing of re-
sources, e.g., music and video files, processing powemags space [166] to collab-
orative routing as in Skype and P2P-TV. A fundamental chargstic of these systems
is their distributed designs and resources.

Advantages of P2P systems include elimination of bottlke@mnd single points-
of-failure within the system, increased processing pohigh availability/redundancy,
and little or no dependence on any particular central erttibvever, P2P systems are
plagued by some fundamental issues, such as overlay/agdepdological and routing
mismatch [157], inefficiencies in locating and retrieviegources, and scalability and
performance issues caused by uncontrolled traffic swan§.[1

Several of these drawbacks can be addressed by collabotadtoveen the P2P
overlay and the Internet routing underlay. To overcomeelhiesits each ISP can offer
the “oracle” service as introduced in Section 10.2 to the B&&rs which explicitly
helps P2P users to choose “good” neighbors. The P2P useupply sts ISP’s oracle
with a list of possible P2P neighbors, during bootstrapg@ngd/or content exchange.
The ISP’s oracle then returns a ranked list to the queryirg, @ecording to its pref-
erence (e.g., AS-hop distance) and knowledge of the ISRdgpand traffic volume,
while at the same time keeping the interest of the P2P useirid.nWe show that in
principle, P2P systems as well as the ISPs profit from the fidee@racle even when
only considering the AS-distance for ranking nodes [11¢duse the overlay topology
is now localized and respects the underlying Internet typpland the P2P user profits
from the ISP’s knowledge.

To study the impact of biased neighbor selection on a reali&2®ork that im-
plements its own routing, we run extensive simulations ef @nutella protocol. We
show that in contrast to the unmodified P2P system, the 18€ddocalized P2P sys-
tem shows consistent improvements in the observed endexperience, measured in
terms of content download times, network locality of quergponses and desired con-
tent, and quality of query responses. A significantly largeipn of P2P traffic remains
local to the ISP network, and ISPs notice a substantial temuin overall P2P traffic.
This can lead to immense cost savings for the ISPs [35]. The®consistently shows
performance gains even across different topologies uniayad range of user behav-
ior scenarios. For a more detailed analysis of the P2P osecléce, see [11, 9, 10].

11.1.1 Influence on P2P Topology

To explore the influence of consulting the oracle on the netuapology we visualize,
in Figure 16 [170], the Gnutella overlay topology. At a peutar instant in time, we
sample the Gnutella overlay topology, display all the amliedes in the graph, and join

47



(a) Unbiased Gnutella (b) Gnutella with Oracle

Figure 16: Visualization of Gnutella overlay topology

two nodes with an edge if there exists a Gnutella peering émtvthem at this point
of time. The resulting graph structures are displayed imfed 6. For our simulations
we consideb different topologies: Germany, USA, World1, World2 and W8 each
modeled after their respective AS topologies (World1-Bdiin the size of the ASes).
We can easily observe that the Gnutella topology in the Hiasse is well correlated
with the Internet AS topology, where the nodes within an A®Ta dense cluster, with
only a few connections going to nodes in other ASes. This &ank contrast to the
unbiased Gnutella graph, where no such property can bewasseMultiple runs of
the above experiments, using the different topologiesysehilar results.

11.1.2 Benefits of Collaboration

Mean AS distance:

The benefits of using an oracle for biasing the neighborhao@nutella are visible
in Figure 17a, which shows the average AS distance (in thenamg between any
two connected Gnutella nodes. The AS distance is obtainéullas's. We map each
Gnutella node’s IP address to its parent AS, and for eachHayedge, we find the
network distance in AS hops between the two end-nodes. Wengbshat the least
amount of decrease in the average AS distance occurslfi@to 0.8 at 1000 seconds,
and the maximum decrease frdn94 to 0.25 happens as000 seconds. Given that the
AS diameter remains constantatiops, the average decreasé db in the AS distance
is significant. Besides, as the average AS distance in tleeafasacle list size 0f000

is 0.45, a value less tham, it implies that most of the Gnutella peerings are indeed
within the ASes, i.e., they are not crossing AS boundarid¢ss §an be a major relief
for ISPs, as they do not incur any additional cost for traffithim their domains. Also
traffic that does not leave the network is easier to manageedier, P2P traffic will
not encounter inter-ISP bottlenecks.

Intra-AS P2P connections:
The above observations on AS distance are even better todéfsom the plots in
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Figure 17: Metrics for Gnutella simulations

Figures 17b and 17c, where we show the total number of in8d&?2P connections in
the Gnutella network as a percentage of the total numbertat-iand inter-AS P2P
connections, for both leafs and ultrapeers.

In Figure 17b, we observe that in the case of leaf nodes, dakia average over
the 10 time points, the percentage of intra-AS P2P connectiongases fron4.6%
in unbiased case #7.88% in the case of oracle with list siZ€)0. For oracle with list
size1000, we note an average 62.22% intra-AS P2P connections.

In Figure 17c, we observe similar results for ultrapeerse parcentage of intra-
AS P2P connections increases from an average valu€ 8£% in the unbiased case to
38.04% in the case of oracle with list siz®0, and further td74.95% in case of oracle
with list size1000.

The percentage increase in intra-AS P2P connections ierldog leaf nodes as
compared to ultrapeers, a welcome development. One neaattamaumber of inter-
AS connections, to maintain network connectivity and to bk do search for file
content that may not be available within an AS. However, abedes typically have
poor connectivity to the Internet, and have lower uptimes, ieasonable to have leaf
nodes keep most of their peerings within their AS, whilewlia the ultrapeers to have
slightly more connections outside their ASes.

For the impact of Oracle on download time under differenbtogies we refer the
reader to [7]. For the impact of Oracle-like localizatiochaiques on the inter-AS
traffic flow of the BitTorrent P2P system we refer the readdd$y 32, 138, 158].

11.2 Use Case: Traffic Engineering

The growth of demand for content and the resulting deployroérontent delivery
infrastructures pose new challenges to CDIs and to ISPSCBts, the cost of deploy-
ing and maintaining such a massive infrastructure hasfgignily increased during
the last years [147] and the revenue from delivering traffiertd-users has decreased
due to the intense competition. Furthermore, CDIs strutmlkengineer and manage
their infrastructures, replicate content based on end-des@and, and assign users to
appropriate servers.

The latter is challenging as end-user to server assignmdrdsed on inaccurate
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Figure 18: By choosing a CDI server for a client with the heCaTE, traffic engi-
neering goals and accurate end-user server assignmemégussible.

end-user location information [118, 47], and inferring tie@work conditions within an
ISP without direct information from the network is difficulMoreover, due to highly
distributed server deployment and adaptive server assghrthe traffic injected by
CDis is volatile. For example, if one of its locations is deaded, a CDI will re-

assign end-users to other locations, resulting in largéarshifts in the ISP network
within minutes. Current traffic engineering by ISP netwoddapts the routing and
operates on time scales of several hours, and is thereforsldav to react to rapid
traffic changes caused by CDls.

The pressure for cost reduction and customer satisfadtatrbbth CDIs and ISPs
are confronted with, coupled with the opportunity that wlistted server infrastruc-
tures offer, motivate us to propose a new tool in the traffigieeering landscape. We
introduceContent-aware Traffic Engineerif@aTE). CaTE leverages the location di-
versity offered by CDIs and, through this, it allows to adaptraffic demand shifts.
In fact, CaTE relies on the observation that by selecting an approprextees among
those available to deliver the content, the path of the ¢raffthe network can be influ-
enced in a desired way. Figure 18 illustrates the basic girafeCaTE. The content
requested by the client is in principle available from thseevers (A, B, and C) in the
network. However, the client only connects to one of the nétlocations. Today, the
decision of where the client will connect to is solely donethg CDI and is partially
based on measurements and/or inference of network infamand end-user location.
With CaTE the decision on end-user to server assignment can be dorly joétween
the CDI and ISP.

11.2.1 The CaTE Approach

CaTE complements existing traffic engineering solutions [18,%3 160, 179, 181]
by focusing on traffic demands rather than routing. \Lbe the vector of traffic counts
on links andx the vector of traffic counts in origin-destination (OD) flowsthe ISP
network. Thery=Ax, whereA is the routing matrix.4;; = 1 if the OD flow ¢ tra-
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verses linkj and0 otherwise. Traditional traffic engineering is the processdjusting
A, given the OD flows, so as to influence the link traffiz in a desirable way. In
CaTE, we revisit traffic engineering by focusing on traffic demanather than routing
changes. Content-aware Traffic Engineeri@@TE) is thus the process of adjusting
the traffic demand vector, without changing the routing matrit, so as to change the
link traffic y in a desirable way.

CaTE offers additional traffic engineering capabilities to bt@Ps and CDNs to
better manage the volatility of content demand in small tho@les. Traditional traffic
engineering [18, 53, 93, 160, 179, 181] relies on changesudfitg weights that take
place in the time scale of hours [70]. On the contraryCamTE, the redirection of
end-users to servers can take place per request or withifith@f a DNS query that
is typically tens of seconds in large CDNSs [144]. Thanks ® ¢hline recommenda-
tions by ISP networks, CDNSs gain the ability to better asgigd-users to servers and
better amortize the deployment and maintenance cost dfitifeastructure. Network
bottlenecks are also circumvented and thus the ISP operitionproved. Further-
more, the burden of measuring and inferring network topglegmd the state of the
network, both challenging problems, is removed from the GDMoreover, in [73,
Sections 4 and 5] we show that the onli@aTE decisions on the end-user to server
assignment leads to optimal traffic assignment within thevakk under a number of
different metrics. The advantage is that now the problemsefgaing traffic to links
reduces to a fractional solution (on the contrary, ass@gniuting weights to links is
NP-hard). In short, all involved parties, including the arskrs, benefit fron€aTE,
creating a win-win situation for everyone.

11.2.2 A Prototype to Support CaTE

CaTE relies on a close collaboration between CDN and ISP in srmadl scales (sec-
onds or per request). To achieve this goal, network infaonatas to be collected and
processed by the ISP. Candidate CDN servers have to be cagatadhto the ISP and
ranked based on a commonly agreed criteria, e.g., to opithig delay between the
end-user and the CDN server. Today, there is no system tmsujyie above opera-
tions. This motivate us to design, implement and evaluatevalrand scalable system
that can suppor€aTE. In this section we describe the architecture and deploymen
of our working prototype to enabl€aTE. We start by presenting our prototype in
Section 11.2.2. We then comment on its operation and demoymithin the ISP, its
interaction with a CDN, and its performance that is beyorddtate-of-the-art [18].

Architecture:

TheCaTE system is installed in an ISP and interacts with the exiiibiN server se-
lector. The main tasks of tHeaTE system are to: (1) maintain an up-to-date annotated
map of the ISP network and its properties, (2) produce peefar rankings based on
the paths between end-users and candidate servers, amd@unicate with the CDN
server selection system to influence the assignment of sedto servers. To this end,
we propose an architecture that comprisééeavork Monitoringcomponent, &uery
Processinggcomponent and e@ammunication interfacketween an ISP and a CDN. For
an overview of the architecture see Figure 19.
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Network Monitoring:

The network monitoring component gathers information atibe topology and the
state of the network from several sources to maintain amtgate view of the network.
The network monitoring component consists of the followsndpcomponents:

The Topology Information component gathers detailed information about the ba-
sic network topology, i.e., routers and links, as well asaations such as link uti-
lization, router load, and topological changes. An InteGateway Protocol (IGP) lis-
tener provides up-to-date link-state (i.e., IS-IS, OSRFrimation. Information about
routers and links is retrieved, thus, the network topologyy be extracted. The nomi-
nal link delay, i.e., the latency on a link without queuingnde found through the link
length and physical technology. The link utilization anHestmetrics can be retrieved
via SNMP from the routers or an SNMP aggregator.

The Connectivity Information component uses routing information to calculate
the paths that traffic takes through the network. Findingpiita of egress traffic can
be done by using a Border Gateway Protocol (BGP) listengrebs points of traffic
into the ISP network can be found by utilizing Netflow dataisTdllows for complete
forward and reverse path mapping inside the ISP. Furthexnitbe system can map
customers as well as CDN infrastructures into the networ mafinding the routers
that announce the address space associated with themalnthét allows for a com-
plete path map between any two points in the ISP network. lligjr@ur system has
access to an uplink database that provides informationtabewonnectivity statistics
of end-users.

The Network Map Database component processes the information collected by
the TopologyandConnectivity Informatiomomponents to build an annotated network
map of the ISP network tailored towards fast lookup on patiperties. It uses a
layer of indirection to keep the more volatile informati@ained from BGP separate
from the slower changing topological information. Thisoals address space to be
quickly reassigned without any reprocessing of routing athgnformation. It also
enables pre-calculation of path properties for all patlas yirelds a constant database
lookup complexity independent of path length and netwodhiecture. If topology
changes, e.g., IGP weights change or a link fails,Tibygology Informatiortomponent
immediately updates the database which only recalculagagroperties of the affected
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paths. Having ISP-centric information ready for fast as¢es database ensures timely
responses and high query throughput.

Query Processing:

TheQuery Processingcomponent receives a description of a request for content fr
the CDN, which specifies the end-user making the request isidod candidate CDN
servers. It then uses information from thetwork Map Databasand a selected rank-
ing function to rank the candidate servers. This componensists of the following
subcomponents:

TheQuery Processorreceives the query from the CDN. First, the query processor
maps each source-destination (server to end-user) paiptihain the network. In
most cases, the end-user is seen as the ISP DNS resolvess ot ISP and CDN
support the client IP eDNS extension [47]. Once the path imdo the properties
of the path are retrieved. Next, the pairs are run indivigutédrough the location
ranker subcomponent (see below) to get a preference valoallyi-the list is sorted
by preference values, the values are stripped from thedlist, it is sent back to the
CDN.

The Location Ranker component computes the preference value for individual
source-destination pairs based on the source-destirditbrproperties and an appro-
priate function. Which function to use depends on (a) the CNwhat metrics the
CDN asked for and (c) the optimization goal of the ISP. Thdégremce value for each
source-destination pair is then handed back to the QueigeBsor. Multiple such op-
timization functions being defined upon the collaboratigreement and subsequently
selected individually in each ranking request. For examal&unction might be the
minimization of end-user and server delay. In [73] we evi@@aTE with multiple
ranking functions for different optimization goals.

Communication Interfaces:

When a CDN receives a content request,Jeever Selectoneeds to choose a content
server to fulfill this request. We propose that the serverciet sends the list of eligible
content servers along with the source of the query and amgatiion goal to the
ISP’sCaTE system to obtain additional guidance about the underlyatgark. If the
guidance is at granularity of a single DNS request, we pre@o®NS-like protocol
using UDP to prevent extra overhead for connection managertiehe granularity is
at a coarser level, i.e., seconds or even minutes, we rehGéh T

11.2.3 Privacy and Performance

During the exchange of messages, none of the parties idirayeay sensitive opera-
tional information. CDNSs only reveal the candidate sertiea$ can respond to a given
request without any additional operational informatiory(€CDN server load, cost of
delivery or any reason why a server is chosen). The set ofidatedservers can be
updated per request or within a TTL that is typically in thderof a tens of seconds
in popular CDNs [144]. On the other side, the ISP does notaleamy operational
information or the preference weights it uses for the ragkiin fact, the ISP only
re-orders a list of candidate servers provided by the CDNs @pproach differs sig-
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nificantly from [18, 181], where partial or complete ISP netlwinformation, routing
weights, or ranking scores are publicly available. We atbaéan important aspect to
improve content delivery is to rely on up-to-date inforroatduring server selection of
the CDN. This also eliminates the need of CDNs to performvaatieasurements to
infer the conditions within the ISP that can add overheadRdi©@peration and may be
inaccurate. WitlfCaTE, the final decision is still made by the CDN, yet it is augmente
with up-to-date network guidance from the ISP.

To improve the performance of our system, we do not rely on Xhdlsed network
maps as proposed in [18], but on light protocols that areedo©NS in design. This
design choice is important as topology information in larggworks (in the order
of multiple MBytes). Transferring this information periodlly to many end-users is
likely to be challenging. In a single instance of our systermmanage to reply to up to
90, 000 queries/sec when 50 candidate servers supplied by the CbthisNevel, the
performance of our system is comparable to that of currer$s Bétvers, such as BIND.
However, the number of replies drops to aroundo00 per second when considering
350 candidate servers. The additional response time when atemyis used is around
1 ms when the number of candidate servers0ind aroundt ms when considering
350 candidate servers. This overhead is small compared to tt&rBsblution time [3].
The performance was achieved on a commodity dual-quad eoverswith 32 GB of
RAM and 1GBit Ethernet interfaces. Furthermore, runninditaahal servers does not
require any synchronization between them. Thus, multipleess can be located in
different places inside the network.

Deployment:
Deploying the system inside the ISP network does not reguiyechange in the net-
work configuration or ISP DNS operation. Our system soleligseon protocol lis-
teners and access to ISP network information. Moreovernataliation of special
software is required by end-users. ThaTE system adds minimal overhead to ISPs
and CDNs. It only requires the installation of a server inhbgitles to facilitate com-
munication between them.

Typically, an ISP operates a number of DNS resolvers to bbtknce the load
of DNS requests and to locate DNS servers closer to end-uSerthis end, we en-
vision that the ISP’€CaTE servers can be co-located with DNS resolvers in order to
scale in the same fashion as DNGRTE servers can also be located close to peering
points in order to reduce the latency between the CDN andstarine of the system.
Synchronization of multipl€aTE instances is not necessary as they are aware of the
state of the same network. We concluded that this is the lepsbygiment strategy, other
possible deployment strategies we have considered arenpegsin [73].

Operation:

We now describe the operation of our working prototype asdniteraction with the
CDN. In Figure 19 we illustrate the basic system architextor supportCaTE in-
cluding the flow of information when th€aTE system is used. When a DNS request
is submitted by an end-user to the ISP DNS resolygyshere are a number of re-
cursive stepg2) until the authoritative DNS server is fourfd). Then, the ISP DNS
resolver contacts the authoritative DNS serfr There, the request is handed to the
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content request processor operated by the CDN query pingessmponen{5). The
content request processor has access to full informationtabe status of the CDN.
Based on the operational status of the CDN servers, therssglection system [134]
is responsible for choosing eligible content serv@)s In the end, a preference list
of content servers is generated. At this point, the CDN sesgkector sends the list
of eligible content server\) along with user information, such as the IP of the DNS
resolvers or client and an optimization metric to ISP. Thergprocessor of the ISP
system ranks the list using the location rani®). After all the elements have been
processed, the query processor has an annotated list \efer@nces for the ISEC).
The query processor sorts the list by the preference vadtigiss the values and sends
the list back to the CDND). The CDN server selector incorporates the feedback, se-
lects the best content server(s) and hand them back to thenteaquest process(r).
Then, the answer travels the path back to the client, 1.en ftee CDN'’s authoritative
DNS servel(8) via the ISP DNS resolveéB) to the end-usefl0). Finally, the end-user
contacts the selected ser&fd) and downloads the contefit?).

11.2.4 Modeling CaTE

Next, we formalizeCaTE and discuss how it relates to traditional traffic enginegrin
and multipath routing.

Architecture:
We model the network as a directed grap(l/, ') whereV is the set of nodes anfd is
the set of links. An origin-destination (OD) floyy,; consists of all traffic entering the
network at a given point € V' (origin) and exiting the network at some poihe V'
(destination). The traffic on a link is the superposition Ib2D flows that traverse the
link.

The relationship between link and OD flow traffic is expredsgthe routing matrix
A. The matrixA4 has siz§ E| x |V|2. Each element of matri¥ has a boolean value.
A, = 1if OD flow m traverses link, and0 otherwise. The routing matrid can
be derived from routing protocols, e.g., OSPF, ISIS, BGRidally, A is very sparse
since each OD flow traverses only a very small number of lilet.y be a vector of
size|E| with traffic counts on links and a vector of sizgV/|? with traffic counts in
OD flows, theny=Ax. Note,x is the vector representation of the traffic matrix.

Traditional Traffic Engineering: In its broadest sense, traffic engineering encom-
passes the application of technology and scientific priasifw the measurement, char-
acterization, modeling, and control of Internet traffic[2Traditionally, traffic engi-
neering reduces to controlling and optimizing the routimgdtion and to steering traf-
fic through the network in the most effective way. Transldted the above matrix
form, traffic engineering is the process of adjustifiggiven the OD flows, so as to
influence the link traffig/ in a desirable way, as coined in [107]. The above definition
assumes that the OD flow vectoiis known. For instance, direct observations can be
obtained, e.g., with Netflow data [42, 63].

Terminology: We denote aflowan OD flow between two routers in the network. We
call a flow splittableif arbitrarily small pieces of the flow can be assigned to othe
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Figure 20: Content-aware Traffic Engineering Process

flows. This is not to be confused with end-to-end sessiops, TCP connections,
which areun-splittable The assumption that flows are splittable is reasonabldeas t
percentage of traffic of a single end-to-end session is stoalpared to that of a flow
between routers. Let' be the set of nominal capacities of the links in the network
G. We denote alink utilization the fraction of the link capacity that is used by flows.
We denote aflow utilizationthe maximum link utilization among all links that a flow
traverses. We introduce the termgrafffic consumeandtraffic producemhich refer to
the aggregated demand of users attached to a router, andtbahat are responsible
for the traffic respectively. We refer to the different aftatives from which content
can be supplied by a given CDI astwork locationghat host servers.

Definition of CaTE:
We revisit traffic engineering by focusing on the traffic dexsirather than changing
the routing.
Definition 1: Content-aware Traffic Engineering(CaTE) is the process of adjusting
the traffic demand vector, given a routing matrix4, so as to change the link traffjc

Not all the traffic can be adjusted arbitrarily. Only traffar fvhich location diver-
sity is available can be adjusted BaATE. Therefore x=x,.+X, wherex,. denotes the
content demands that can be adjusted»xandenotes the content demands that can not
be adjusted as there is only a single location in the netwdriresthe content can be
downloaded from. The amount of traffic that can be adjustgeédés on the diver-
sity of locations from which the content can be obtained. \Ae iewrite the relation
between traffic counts on links and traffic counts in flows deves: y=A(X, + X,.).
CaTE adjusts the traffic on each link of the network by adjustirgy¢bntent demands
Xr: Yr=AX,.. Applying CaTE means adjusting the content demand to satisfy a traffic
engineering goal.
Definition 2: Optimal Traffic Matrix is the new traffic matrixx*, after applying
CaTE, given a network topolog¢, a routing matrixA and an initial traffic matrix.
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Figure 20 illustrates th€aTE process. A content consumer requests content that
three different servers can deliver. Let us assume thatpwiCaTE, the CDI redirects
the clients to servers B and C. Unfortunately, the resultmadfic crosses a highly-
utilized link. With CaTE, content can also be downloaded from server A, thus, the
traffic within the network is better balanced as the highlijagd link is circumvented.
Minimizing the maximum utilization across all links in a &tk is a popular traf-
fic engineering goal [69, 70, 111]. It potentially improvée tquality of experience
and postpones the need for capacity incre&&TE mitigates bottlenecks and mini-
mizes the maximum link utilization by re-assigning partstef traffic traversing heav-
ily loaded paths. Thus it redirects traffic to other, lesdiagd paths. Later in this
chapter, we will elaborate in Section 11.2.5, differentmgstsuch as path length or
network delay can also be used@aTE.

CaTE and Traditional TE:

CaTE is complementary to routing-based traffic engineering dedis not modify the
routing. Routing-based traffic engineering adjusts rautireights to adapt to traffic
matrix changes. To avoid micro-loops during IGP convergefrd], it is common
practice to only adjust a small number of routing weightg.[1@ limit the number of
changes in routing weights, routing-based traffic engingeelies on traffic matrices
computed over long time periods and offline estimation ofrthging weights. There-
fore, routing-based traffic engineering operates on tinadescof hours, which can be
too slow to react to rapid change of traffic demar@daTE complements routing-based
traffic engineering and can influence flows at shorter timéesday assigning clients
to servers on a per request basis. THC&TE influences the traffic within a network
online in a fine-grained fashion.

CaTE and Multipath Routing:

Multipath routing helps end-hosts to increase and corttil upload capacity [99]. It

can be used to minimize transit costs [81]. Multipath alsalbdes ASes to dynamically
distribute the load inside networks in the presence of ilelahd hard to predict traffic
demand changes [63, 57, 96, 65]. This is a significant adgantss routing-based traf-
fic engineering can be too slow to react to phenomena suchsascilawds. Multipath

takes advantage of the diversity of paths to better dideibmaffic.

CaTE also leverages the path diversity, and can be advantagemrsbined with
multipath to further improve traffic engineering and enésugerformance. One of
the advantages dfaTE is its limited investments in hardware deployed within an
ISP. It can be realized with no change to routers, contrargotoe of the previous
multipath proposals [96, 57, 65]. The overheadC&TE is also limited as no state
about individual TCP connections needs to be maintaineatyaxy to multipath [96,
57, 65]. In contrast to [57, 961;aTE is not restricted to MPLS-like solutions and is
easily deployable in today’s networks.

CaTE and Oscillations:

Theoretical results [67, 66] have shown that load balanelggrithms can take ad-
vantage of multipath while provably avoiding traffic osaflbns. In addition, their

convergence is fast. Building on these theoretical reskissher et al. proposed RE-
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PLEX [65], a dynamic traffic engineering algorithm that eitd the fact that there
are multiple paths to a destination. It dynamically chantpestraffic load routed on
each path. Extensive simulations show that REPLEX leadagibconvergence, with-
out oscillations, even when there is lag between consecujddates about the state
of the network. CaTE is derived from the same principles and thus inherits all the
above-mentioned desired properties.

11.2.5 Potential of Collaboration

In this section, we quantify the potential benefitsSGHTE when deployed within an
European Tier-1 ISP using operational data.

Experimental Setting: To evaluateCaTE, an understanding of the studied ISP net-
work is necessary, including its topological propertied treir implications on the flow
of traffic. Indeed, the topological properties of the ISRtk influence the availabil-
ity of disjoint paths, which are key to benefit from the loaadmcing ability ofCaTE.
BecauseCaTE influences traffic aggregates inside the ISP network at taeudarity

of requests directed to CDIs, fine-grained traffic statistie necessary. Traffic counts
per-OD flow, often used in the literature, are too coarse putifor CaTE.

Data from a Large European ISP: To build fine-grained traffic demands, we rely on
anonymized packet-level traces of residential DSL conaestfrom a large European
Tier-1 ISP, henceforth callelP1l For ISP1, we have the complete annotated router-
level topology including the router locations as well aspalblic and private peerings.
ISP1 contains more thasb0 routers and0 peering points all over the world. Using
the same monitoring infrastructure as in Section 5.1, wkecbh 10 days long trace
of HTTP and DNS traffic starting on May 7, 2010. We observe 72llian DNS
messages as well as more than 1 billion HTTP requests imglabout 1.4 million
unique hostnames, representing more than 35 TBytes of Waanote that more than
65% of the traffic volume is due to HTTP.

A large fraction of the traffic in the Internet is due to largBI€, including CDNs,
hyper-giants, and OCHs, as reported in earlier studies]@8, 144]. In Figure 21,
we plot the cumulative fraction of HTTP traffic volume as adtion of the CDIs that
originate the traffic. For this, we regard a CDI as a orgaional unit where all servers
from the distributed infrastructure serve the same conserth as Akamai or Google.
We rank the CDIs by decreasing traffic volume observed in maget Note that the
x-axis uses a logarithmic scale. The top 10 CDIs are resplen&ir around 40% of
the HTTP traffic volume and the top 100 CDls for close to 70%hef HTTP traffic
volume. The marginal increase of traffic is diminishing wingereasing the number of
CDls. This shows that collaborating directly with a smalhrher of large CDIs, can
yield significant savings.

In Figure 22 we plot the traffic of the top 1, 10, 100 CDIs by vokias well as
the total traffic over time normalized to the peak traffic irr dataset. For illustrative
purposes, we show the evolution across the éiddtours of our trace. A strong diurnal
pattern of traffic activity is observed. We again observe ghamall number of CDIs
are responsible for about half of the traffic. Similar obaéinns are made for the rest
of the trace.

Understanding the Location Diversity of CDls: To achieve traffic engineering goals,
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Figure 22: Normalized traffic for top CDIs by volume in ISP1.

it is crucial to also understand the location diversity & tbp CDIs, a£aTE relies on
the fact that the same content is available at multiple lonat Traffic originated from
multiple network locations by a given CDI is seen®®TE as a single atomic traffic
aggregate to be engineered. Furthermore, as routing imteenket works per prefix,
we assume that the granularity of subnets is the finest atv@ad E should engineer
the traffic demand. Thus, we differentiate candidate looatiof CDIs by their subnets
and quantify the location diversity of CDIs through the nanbf subnets from which
content can be obtained.

We examine the amount of location diversity offered by CCdsdal on traces from
ISP1. To identify the subnets of individual CDIs, we rely osimilar methodology to
the one from Poese et al. [144]. Our granularity is comparawtheir "infrastructure
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redirection aggregation”. Figure 23 shows the cumulatigetfon of HTTP traffic as a
function of the number of subnets (logarithmic scale) frotriak a given content can
be obtained, over the entii® days of the trace. We observe that more tha of
the HTTP traffic can be delivered from at ledddifferent subnets, and more thé®%

of the HTTP traffic from more thaB locations. These results confirm the observations
made in [144].

Dynamics in Location Diversity: So far the location diversity of CDIs has been eval-
uated irrespective of time. To complement the finding, we tur attention to the
location diversity exposed by CDIs at small time-scales, in the order of minutes.
To this end, we split the original trace int6 minutes bins. Figure 24 shows the evolu-
tion of the number of exposed subnets of five of the top 10 CRidtume. Note that
the diversity exposed by some CDIs exhibits explicit timelay patterns, while others
do not. This can be due to the structural setup or the typerdeotd served by the CDI.
The exposed location diversity patterns, i.e., flat or dilirare representative for all
CDlIs with a major traffic share in our trace. We conclude thaigaificant location
diversity is exposed by popular CDlIs at any point in time, eglite extensive during
the peak hour.

Content Demand Generation: The location diversity is not a mere observation about
CDIs deployment. It requires to revisit the mapping betwaeiven content demand
and the realized traffic matrix. Given the location diveréir content, multiple traffic
matrices can be realized from a given content demand. Theata view of the OD
flows therefore provides an incomplete picture of the optiavailable foICaTE.

As an input forCaTE, we introduce an abstraction of the demand that reflects
the available location diversity. We rely on the notionpatential vectorsthat were
denoted as:,- in Section 11.2.4. To generate the potential vector for amig@DI, the
amount of traffic this CDI originates as well as the poteritigress points need to be
known. Combining all potential vectors anrd, we synthesize a network-wide content
demand matrix for each time bin, by scaling the traffic dem@nehatch the network
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Figure 24: Evolution over time of number of subnets for sielddcCDls in the top 10
CDls.

utilization of ISP1. For our evaluation, we use the seriesasftent demand matrices
over a period ofl0 days. The content demands are based exclusively on the HTTP
traffic of our trace.

11.3 Summary

In this section we presented the potential of eacle and Content-aware Traffic
Engineering(CaTE), two collaborative approach to improve content delivetyiley
achieving traffic engineering goals. Both leverage locatloversity offered by P2P
systems or CDIs. MoreoveGaTE enables dynamic adaption to traffic demand shifts.
With CaTE/the oracle the decision on end-user to server/peer assigrean be done
jointly between the CDI/P2P system and the ISP. Our anabfgiperational data from
a European Tier-1 ISP has shown ample opportunitieC8FE to improve content
delivery as it is done today.

Through extensive experiments, we show that both P2P uséiS&s benefit from
ISP-aided P2P locality, measured in terms of improved cdrdewnload times, in-
creased network locality of query responses and desire@rebmand overall reduction
in P2P traffic. For a more detailed analysis of the possibfgavements and additional
background information on the parameter set and resultipgavements, we refer the
reader to [11, 6].

In [75, 73, 74] we quantify the benefits @aTE and consider one of the most
popular traffic engineering goals, namely minimizing theximaum utilization of the
links in the network [69, 70]. Our evaluation shows tiGdTE yields encouraging
results, even when only a few large CDIs are collaboratirt) an ISP. In fact, even
metrics that are not directly related to the optimizatiomction of CaTE are improved.
Besides significant improvements for the operation of ISvokks, the end-users to
also benefit from these gains. This can be attributed to tbeedee of delay as well
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as the reduced link utilization. In [73] we also considerasthetwork metrics such as
path length or path delay and the effect of other network ltogies. We also outline
how CaTE can aid in the deployment of popular large scale applicatierg., NetFlix,
by selecting strategic locations for caches and specifienigation goals to support
their operation. With this we conclude the section on catakive traffic engineering
and continue to elaborate on our idea for “in-network sedagloyment” in the next
chapter.

62



12 Future of Collaboration

PaDIS andCaTE are designed to enable cooperation between CDI and ISPBéor t
already deployed servers. Recent advances in virtuaizatifer CDIs additional de-
gree of freedom to scale-up or shrink the footprint on demaihis can be done either
by jointly deploying and operating new servers with the LSPsthis section we for-
mally introduce the design of on-demand services motivatethe recent announce-
ment of major ISPs to support generic hardware-networkiapgts, also referred to
as microdatacenters, and offer them to application, seraied content providers. We
also provide the design and implementation of NetPaaS, teray® orchestrate the
deployment of on-demand services inside microdatacengratilizing the view of
the ISP about the network and additional computation amagéoresources inside the
network.

12.1 The New Cloud: Microdatacenters Deep Inside the Network

Applications are increasingly relying on direct interaos with end-users and are very
sensitive to delay [111]. Indeed, transaction delay isoadifor online businesses [101].
Network delay and loss are important contributors. Todagd-scale service deploy-
ments are restricted by limited locations in the networy,,edatacenters, peering lo-
cations, or IXPs. These locations are not necessarily {dd4&]. We point out that
selection of service location is critical and currently ritéxible enough Services
should be located close enough to, in terms of network distathe clients. Since
client demands are volatile and change across time, CDI$ aigitity [41]. They can
improve their service quality by quickly allocating, ddeakting, and migrating re-
sources on-demand where and when they are needed. Indeseldsiay and packet
loss are among the critical metrics, the service may neee tideployed deep inside
the network, as many ISPs do for IPTV services. This optiamoisyet available for
non-ISP content delivery Infrastructures, e.g., for cleadvices.

Currently, most services and networks are run by indepdretdgities with differ-
ent and often conflicting objectives. Lack of informatioroabthe other entity leads
to suboptimal performance and resource allocation for bethCDI and the ISP. For
example, CDIs implement sophisticated methods to infewoikt conditions to im-
prove perceived end-user experience [134], e.g., actiasorements within the ISPs.
Yet, the information gleaned from these measurements éadyr available with far
greater precision to the ISP. On the other hand, ISPs cantsly upgrade their infras-
tructures without being able to efficiently engineer the @@ffic flows [144]. Today,
cooperation and/or partnership between providers isdidnio, e.g., peering or lately
direct interconnections with content delivery Infrastures. This level of cooperation
is too narrow to reduce operational costs, improve end-esperience, circumvent
bottlenecks, handle flash crowds, and adapt to changingorietvonditions and user
demands. This has led to initial discussions on how to imprmmmunication be-
tween the various entities, e.g., within the IETF ALTO andNGBvorking groups.
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8 = PoP with Microdatacenter
5 = PoP with Microdatacenter (App. deployed)

Figure 25: Microdatacenters in an ISP with NetPaaS enabled

12.1.1 The ISPs Proposal

To overcome the above mentioned obstacles in service deplayand operation, ma-
jor ISPs, including AT&T, Verizon, Deutsche Telekom, Telefca, NTT, have pro-
posed the use of cloud resources consisting of general peirgappliances that are
co-located at network aggregation points inside the ISEh Yhie convergence of com-
puting, storage, and communications, the acceptance ofldervices, and the ever
increasing demand for popular services, ISPs are movingrttsmdeploying general-
purpose computing and storage infrastructures in theintpadf presences (PoPs).
Henceforth, we refer to these asicrodatacenters The description of the function-
ality of these microdatacenters is provided in a white p§p&t] that appeared in the
SDN and OpenFlow World Congress in October 2012 and signekBhof the largest
ISPs. Microdatacenters can be also the technical solugéaded to materialize re-
cent alliances of major CDlIs, such as Akamai with large ISPthe area of content
delivery [12, 14, 15]. We notice that Software Defined NetgofSDNSs) is another
alternative to redirect traffic or perform traffic enginegriwhen applied within an ISP
or between and ISP and a CDN in cooperation. The comparisibre ¢fvo approaches,
NFV and SND, is out of the scope of this chapter and we refeusiegs to the related
literature on SDN e.g., [36, 85, 121, 148, 92].

Figure 25 illustrates the basic idea. The ISP can dffeeswithin its microdat-
acenters, that can be leased by the CDIs—using our proposgthnism—based on
their needs. This approach leverages recent advancedualization technology, and
flexible billing models, such as pay-as-you-go, to providsteefficient and scalable
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service deployment, enabling unprecedented flexibilityorddver, the diversity of
available service locations within the network can be usetinprove end-user ex-
perience and makes it possible to launch even more demaagjigations, such as
interactive ones. On-demand service enables CDIs to relg fixed infrastructure

deployment for their baseline operation and then scale ibyugynamically allocat-

ing resources closer to end-users. It also lowers the butlentrance in the service
market for smaller CDIs who might rely exclusively on theaemand service at first.

12.1.2 Microdatacenter Specifications

Microdatacenters consist of one or more racks of off-thafdtardware deployed in
general purpose rack space at network aggregation poidse-&-the-art solutions
have been proposed by the VMware/Cisco/EMC VCE consortilifd], and are also
offered by other vendors, such as NetApp and Dell. Thesetisnkiare general-
purpose and provide a shared infrastructure for a largeerafigpplications. They
typically consist of two basic components: hardware andagament software.

Hardware: Typical microdatacenters includgorage computing memory andnet-
work accesgomponents. Storage consists of tens of Terabytes withtiefakt
controller providing 1/0O throughput in the order of hundseaf Gbps. The stor-
age component is connected to the Internet through mulpisGiterfaces and
to the computing component with Gigabit Ethernet switchBgpically, a rack
includes up to 40 physical multi-core blade servers as vt routers and
two switches in mesh configuration, for redundancy and leddrizing.

Management Software: Each vendor offers a set of management tools not only for
administering the components but also to create resoumEssind to delegate
the operation of the slices to external entities. This caddye per-server or via
hardware supported virtualizatibnThe management software is also responsi-
ble for storage allocation and handling network resouricediding IP address
space. In addition, the management tools come with a mamifanterface that
allows the ISP to monitor the utilization of the overall nidatacenter as well
as the information for each slice that can be shared withx;ttesreal entity.

An ISP can allocate resource slices consisting of compusitogage, memory, and
network access in a microdatacenter and then delegate #ratmm of the slice to a
CDI. This is what we refer to as tH&Ps cloud servicehich is realized via resource
slices in microdatacenters throughout the ISPs infrastrac

12.1.3 Microdatacenter Network Footprint

Most ISPs’ networks consist of an access network to providierhet access to DSL
and/or cable customers, as well as an aggregation netwotiufiness and/or VPN
customers. Routers at this level are often referred tedag routers The access and
aggregation networks are then connected to the ISP’s baekivhich consists afore

4For example, para-virtualization [48] presents the VM withedstraction that is similar but not identical
to the underlying hardware.
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routers Border routersare core routers that are used to connect either to otheoretw
or to co-location centers. Opportunities to deploy mictadanters exist at each level:
edge, core, or border router locations.

The advantage of deploying service infrastructure onlyatdore router locations
is that there are a few large and well established locatidhi is also a disadvantage
as location diversity might be limited. Location diversisyhighest at the edge router
locations. However, it might not always be possible to dgplonicrodatacenter, i.e.,
due to limited space and/or power at the facilities, or duedst. These locations,
however, minimize the distance to the customers. Bordeerdacations are often a
subset of core routers, hence they inherit the same adwemntagl disadvantages.

The advantage of using an ISP cloud service vs. a public cdendce for a CDI
is the chance to minimize the distance to the end-user. oradé service deployment
allows the CDI to control the location of the slices and easuhat there are no major
network bottlenecks.

12.2 On-Demand Service Design

An on-demand servicis a service of the ISP (see Figure 25) that enables CDIs to use
a hosting infrastructure that scales according to end-des@rands, so as to minimize
its capital expenditures and operating costs, as well adiftence between its host-
ing infrastructure and the source of the demand. Moreoveffdrs an interface that
enables the CDI to map user requests to appropriate slicaslér to maximize slice
utilization and minimize the distance between the end-ardrthe slices.

Definition 1: ISP On-Demand Service.The ISP on-demand service is a service
offered by the ISP and uses as its base unit of resource tiln¢he notion of a micro-
datacenteslice It is the ISP’s task to allocate/de-allocate the slicesesih operates
the microdatacenter. The CDI requests slices based ordtgsidemand. When the
slice is allocated to the CDI, the service can be installetherslice. From that point
on, the CDI fully controls the operation of the service ilisthin the microdatacenter.
Negotiation about slices are done via thredemand service interfa¢brough which
CDI demands are matched to the ISPs resources. How to mamdsr@aresources
in an efficient manner is the task of the ISP and part ofbthhelemand service realiza-
tion. In addition, the interface allows for access to the billinfprmation. Moreover,
the on-demand service interfa@nables the mapping of user requests to appropriate
slices.

The above mentioned use of microdatacenters is in-line thighavailable primi-
tives of private and public clouds operated in large-scatacknters, e.g., [19, 124].

12.2.1 Microdatacenter Slice

Based on our description of microdatacenters in the prewsegtions, we define a slice
as follows.

Definition 2: Slice. The slice of a microdatacenter is a set of physical or viiteal
resources of a specific capacity, for each of the resourcteeahicrodatacenter. The
slice is delegated to the service provider that can install @erate its service using
the resources of the slice.

66



For example, a slice can be a 1-core server with 2 GB RAM, 30 BEage, a 1
Gbps Internet access bandwidth, 2 public IPs—an actual phiysisource. Alterna-
tively, it can be a VServer with 2GB and 1 Gbps Internet actesslwidth, 1 public
IP, and a pre-installed OS—a virtual machine of a specific.typih the current man-
agement and virtualization tools available from microdatder vendors, it is possible
to allocate/deallocate slices on-demand in with unpretediedegree of freedom, e.g.,
[25] and references within.

12.2.2 On-Demand Service Realization

Based on the above specification of on-demand service, (@dS to implement two
functions to offer itoan-demand servicenapping of service provider demands to slices
andassigning users to slices

Note, the time scales at which these two services are experbe used differ sig-
nificantly. The first one allows the service provider to fléxiallocate and de-allocate
its slices based on its forecast of demands, in those lowatithere it wants them. We
foresee that requests for slices are not issued indivigball rather collectively on a
time scale of tens of minutes or hours.

The CDI provides the ISP with a set of demands for slice ressyrpredicted
demand locations, desired slice locations, as well as apiion criteria. The ISP
then has to map the demands to its microdatacenter resoMYeesxpect that the major
degree of freedom that the ISP uses to jointly optimize parémce is the desired slice
location. We refer to this optimization problem as #lei ce | ocati on problem.
If the desired slice locations are fully specified or the prtetl demand locations are
missing, thesl i ce | ocat i on problem becomes trivial and the ISP only grants or
denies the request.

At the second time scale, the ISP can help the CDI in assigméegs to slices.
Since the service is offered at multiple locations, a goaigasent of users to slices
impacts not only the load on the network but also the netwetkydand packet loss,
which are key contributors to the user experience. Joirlntizing this mapping is
therefore of interest to both the ISP and the CDI. The CDI azarygthe ISP for each
request on where to map it, based on the current set of slgigresents and service
loads. The ISP then uses its network information to propossiple slices. We refer
to this problem as theser - sl i ce assi gnnent problem, see [75].

Another degree of freedom on-demand service offers to thei€Buto-scaling.
While it is quite feasible to dimension applications, flasbveds or device failures are
hard to predict. To this end, a CDI may allow on-demand sertaccreate replicas if
its monitoring indicates that the capacity of the servica given location is or will be
exceeded. To realize this service, the ISP needs to colystaahitor resource avail-
ability and if necessary migrate or suggest the creatiorddit@mnal slices. Moreover,
it has to allow the CDI to monitor the utilization of its sl&e

12.2.3 Service Interfaces

The ISP offers four interfaces to the content delivery Istfinactures:
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Resource discovery:Using this interface the CDI requests information aboutueses,
e.g., about available locations for slices and if in priteiglices are available at
those locations at what price.

Slice allocation: Using this interface the CDI requests slice allocation imithcertain
cost limit.

User-slice assignment:Using this interface the CDI requests recommendations for
user demand to slice mapping.

Monitoring and billing: Using this interface the CDI monitors the status and cost of
its slices.

In Section 12.3 we give specific examples of how these seintegfaces can be
used by a CDI and ISP to cooperate in order to improve thewicss.

12.2.4 Billing

It is important for the CDI to minimize and track the cost of iise of on-demand
service. Depending on the scale of the services, the sepvmader has to pay the
usual price or negotiate bilateral agreements with thellSixg the resource discovery
interface, it estimates the cost of slice allocation at jidsdocations. Using the slice
allocation interface, it can bound the total cost of the sstu

We expect that the billing of a slice allocated via on-demsexVice follows that
of large-scale datacenters. This means that there is aallétigin cost and a usage
cost. The installation cost applies to a single slice in arotlatacenter and is charged
only once or over long time intervals, e.g., hours, and isdfix€he installation cost
typically increases if additional licenses have to be ldasay., software licenses. The
installation cost can depend on the location of the miciackxtter that hosts the slice
or the time-of-day.

The usage cost follows a pay-as-you-go billing model andggsafor the usage
of different resources assigned to a slice. The billing agndifferent resources in
the same slice can be quite diverse. The slice can use expamsiources such as
bandwidth or cheaper ones such as CPU.

For example, a slice may havet@.01 per hour installation cost and a usage cost
that depends on its use of various resources, 012 per real CPU usage per hour,
$0.001 per GByte stored per hour, a$6.001 per Gbps outgoing traffic per hour. If
the slice is idle, then only the installation cost is chardédte, that if the slice is used
for a short period within the allocation time, e.g., a few otas, then the charge may
apply to the minimum billing granularity.

To minimize the cost of deploying an on-demand service, tbé &n change its
total slice demands as well as its slice specifications dyecellp Moreover, it can
relax the slice specifications to reduce overall cost ofdétsise deployment.

12.3 Network Platform as a Service (NetPaaS)

Next, we discuss the prototype system that has been proposedterialize the On-
demand service, Network Platform as a Service (NetPaaSPdd€ leverages the view
of PaDIS and also utilize the knowledge about the statuseofticrodatacenters within
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the network. NetPaasS is also able to map the requests of GRhgilable microdat-
acenters to better match the demand with the resourceitischetwork. The gran-
ularity at which they are exchanged via the service intexfatfe also outline several
possible protocols for the service interfaces. We focusesource discovery, slice
allocation, and user-slice assignment. We do not discusstarimg and billing be-
cause they can be realized today using techniques simildios®e in use by current
public clouds, e.g., [25]. Due to space limitations, we réfe reader to [72] for a
formalization of NetPaaS, as well as an evaluation on a CBlcase.

Recall that our assumption that the time scales at whichvtbeptinciple compo-
nents of on-demand service operate are different. On théame, resource discovery
and slice allocation are expected to be done on time scalesnsfof minutes, hours,
or even days. On the other hand, user-slice assignmenttiadtehappens on a per
user request basis. Accordingly, the protocols differ. \Wgppse to use out-of-band
protocols for the first two service interfaces and in-baratquols for the third one.

12.3.1 Resource Discovery

The purpose of resource discovery is to provide the CDI whth ability to gather
information about the resources offered by the ISP. Acomlglj we have two message
types: CDIDiscoveryRequest and ISPiscoveryResponse.

CDI _Discovery Request: Is issued either without and with arguments. In the first
case the response is the set of resources that are offertte $@cond case the
responds contains details about the resources named irgth@ent.

ISP_Discovery Response:List of available resource or details about the resources
specified in the argument.

So far we have not outlined at what granularity and spegffitie resources are
requested. This depends on the agreements between the CDlealSP. For example,
the ISP may have no problem revealing its microdatacentatiins to a major CDI.
However, it may not want to share this information with anrusted CDI that wants
to run a single slice. For the latter, the region in which tHerodatacenter is located
might well suffice.

With regards to granularity, the ISP can specify which typsesvers it is offering
in each microdatacenter region, as is common for publiccckervices [19], unless
another agreement is in place that enables access to maificspdormation. With
regards to the availability and/or price, the ISP can eithgrn a base price, including
installation and usage cost, to indicate that resourceawvaitable or offer an auction-
based system. In the latter case, the discovery requeshsdhformation about past
prices.

12.3.2 Slice Allocation

Slice allocation enables the CDI and ISP to cooperate focating slices in microdat-
acenters close to the end-user that are able to satisfy thariks. We envision five
message types: CemandRequest, ISBDemandResponse, CDISlice Request,
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Figure 26: Slice allocation message exchange.

ISP_Slice Response, CDSlice Commit. The first two message types enable the coop-
eration between the CDI and the ISP to allocate slices abappte microdatacenter
by utilizing network information, see Figure 26. The lagethmessages enable a three
way handshake between the CDI and the ISP to verify that tRed8ble to provide a
specific slice for the CDI.

CDI_Demand Request: Is submitted by the CDI to the ISP and contains a summary
of the hardware resources the CDI wants together with opétian criteria, con-
straints, and a demand forecast, e.g., per region or peonefwefix. Possible
optimization criteria are to minimize network distancetwr tost. The constrains
include: number of locations, minimum resources per séte,

ISP_Demand.Response:The ISP returns a set of proposed slice configurations and
their price. It computes these by solving slei ce | ocati on problem.

CDI _Slice Request: The CDI either selects, based on its criteria, a set of prgbos
slices as returned by the ISFemandResponse, or it completes a specification
of a slice set request using information it retrieved via ithgource discovery
interface. In addition, the request contains a maximum cost

ISP_Slice Response:Upon receiving a CDSlice Request, the ISP checks if it can
offer the set of slices at the requested cost. This involebgrgy another ver-
sion of thesl i ce | ocati on problem. If possible, the ISP returns the price
otherwise it declines the request. At this step, the ISPrvesethe requested
resources to guarantee their availability. Note, the ISEsdwt have to return
precise slice definitions, e.g., instead of returning thiaéx should be located
in microdatacenter y attached to router z it only returnsesti should be located
in region xyz.

CDI _Slice Commit: This step confirms CDSBlice Requests. Upon receiving the com-
mit from the CDI, the ISP allocates the slices and delegdieis tontrol to the
CDL.

Now we discuss different ways in which a CDI and an ISP can emip using the
above messages. These ways differ in which informationaseshand with whom.
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Minimum information exchange: The CDI uses the information from the IS®emandResponse
for queries via CDIDemandRequest with a uniform distributed demand vector.
The responses include slice candidates with servers hagegified hardware
profiles and in specific regions. Then, the CDI scales theesigd slices accord-
ing to its demand locations and uses the (Jlite Request message to check if
the ISP can offer it and at what price. Once it has found afaatsry configura-
tion it can use the CDSlice Commit message to request the necessary slices.

Partnership 1: The CDI uses CDDemandRequest with a scaled demand CDI se-
lects one of these and uses the ISIRe Request message so that the ISP can
reserve the resources. Upon successful reservation, the&Sie Commit mes-
sage confirms the allocation of the slices.

Partnership 2: The CDI uses the CDDemandRequest without a demand vector but
with specific resource requests. The ISP response spedfieldate microdat-
acenters with available resources. Then, the CDI usesiissoveof thesl i ce
| ocati on problem to find possible slice sets at a subset of these tosati
Then, the CDI uses the ISBlice Request message to see if the ISP can of-
fer it and at what price. Once it finds a satisfactory confiarait uses the
CDI_Slice. Commit message to allocate the slices.

The first scenario corresponds to the minimum informatiamlas to be exchanged
in order to reach a consensus on the locations and spedifiatihe slices. The latter
two summarize different forms of possible cooperationd tzen be agreed upon in
bilateral agreements.

So far, we have assumed that there are no preallocated. skt@sever, this is
typically not the case, and the actual task is to augment exfaténg set of slices in
such a way as to best serve the predicted demand for the mexptriod. To enable
this, another argument to each message request can beaqatpindicating a set of
already allocated resources and a penalty value for deditmeslices in one location
and allocating them in another. This penalty is needed asqgbahe optimization
problem. Basically, it indicates up to which point it is predble to keep a suboptimal
location because of stability of resource allocation vsewto migrate the service to
a new location. Based on the returned information, the CBItha option of either
moving slices using VM migration or to de-allocate and akecnew slices.

The ISP microdatacenter can offer VM migration and/or ctidatior® with keep-
ing the IP addresses only within the same microdatacentatitm. Across microdata-
centers it may only offer migration with tunnels which remsithe CDI to temporarily
operate two slices at both locations. However, the old oaegisod candidate for con-
solidation so that it is possible to reduce the allocateduass to a minimum within a
microdatacenter once all new requests are served by thg afladated slices. Thus, if
an ISP offers service consolidation, one option for CDI$ ¢yt to use diverse sets of
microdatacenters is to always keep a minimal slice activeaah location and expand
or shrink it according to the demand.

SHere, consolidation corresponds to moving multiple VMs witmimial resource requirements to the
same physical machine to keep a base service.
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Figure 27: User-slice assignment schematic.

12.3.3 User-Slice Assignment

The purpose of the user-slice assignment interface is toleisanall time scale inter-
actions between the CDI and the ISP, to ensure that end-as&ard! is mapped to the
appropriate slice. Therefore, the interface has to beiiated into the process used by
the CDI to map user requests to CDI servers. Next, we firseveviow this is cur-
rently realized using DNS. Then, we discuss options on h@wser-slice assignment
interface can be integrated, see Figure 27.

CDI: User request to CDI server mapping. Before an end-user issues a request
for the CDI service, e.g., downloading some content or watch video, it issues a
DNS request to map the hostname to an IP address of the seatéiosts the service.
This DNS request is sent to the ISPs DNS resolver or an atteerlaNS resolver. This
resolver contacts the authoritative DNS server of the CBlise, since caching is typ-
ically restricted by small TTL's. The authoritative DNS ger uses a CDI service, the
CDI mapping system, to select a CDI server from which to Batre future requests
of this end-user. The CDI mapping system performs a CDI §ipeaptimization. This
optimization may consider the load on the CDI servers, thevork location of the
CDI server as well as the requesting DNS server, the priceetsfork access at the
CDI server, etc. Note, the CDI’s authoritative DNS name sexusually does not have
access to the IP address of the end-user as the request &dedwia the DNS re-
solver unless the eDNS [47] standard is used. With eDNS, libetdP address or the
IP prefix can be added to the DNS request sent by the DNS redolviee authorita-
tive DNS name server. In addition, the CDI can use HTTP retloa to further load
balance within its infrastructure.

User-Slice Assignment: Option 1.Considering the process outlined above, one
possible way to use the user-slice assignment interfacéh@wthe optimization that
the CDI mapping system performs. For this case, we envisi@mnrhessage types:
CDI_User-SliceAssign Request and ICDUser-SliceAssignResponse which corre-
spond to steps 3 and 4 in Figure 27.

CDI _User-Slice Assign Request: Issued by the CDI's DNS server to the ISP. It con-
tains the client IP address as well as slice locations withioutside of the ISP.

ISP_User-Slice AssignResponse: The ISP responses with a ranking of the slice lo-
cations.
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The previous two messages enable the CDI to consider infam&om the ISP,
conveyed via the ranking, for its mapping. This is equivaterthe functionality and
protocols proposed by the IETF ALTO working group. Howewee, envision a more
light weight implementation. We propose to not rely on XMlr fncoding each re-
quest if the granularity of the requests is on a per connedtieel. If the CDI uses a
coarser granularity such as subnet or region, the efficiehtlye message exchange is
even less critical.

User-Slice Assignment: Option 2 Another way to integrate the user-slice assign-
ment interface within the above process is by pro-activierimg information between
the CDI and the ISP. For this case, we again envision two rgessaes: ISRUser-
Slice AssignProposal and CDUser-SliceAssign Ack.

ISP_User-Slice Assign Proposal: Is sent by the ISP to the CDI mapping system. It
contains a set of IP prefixes each with an associated ranKitigeodifferent
microdatacenter locations.

CDI _User-SliceAssignAck: The CDI either acknowledges or rejects the proposal.

This again enables the CDI to include information from the, I&nveyed via the
ranking, in its mapping. For example, one can use BGP to sedd messages—a
mechanism Akamai already utilizes to aid in mapping useiis tdusters [134].

12.4 Summary

Motivated by the high requirements newly deployed servizg®n the ISPs networks,
we formally introduced the design of on-demand servicegliewe both the CDI and
the ISP. We also provided the design and implementation tP&&S, a system to or-
chestrate the deployment of on-demand services using e \lf2w of the network
and available resources. In [72] we evaluate NetPaaS ugiatational traces from
the biggest commercial CDN and a European Tier-1 ISP. Wetifydhe benefits of
NetPaa$S by utilizing different optimization goals e.g.lageeduction or reduced link
utilization. Our results show that NetPaa$S yields encaatpgesults for a joint de-
ployment of new services that significantly improves the-aadrs performance while
reducing the network utilization for the ISP and offeringlagervice deployment to
the CDI. For the analysis and performance evaluation of@mahd server placement
algorithms in wide-area networks we refer the reader to][a6d [22].
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13 Conclusion

People value the Internet for the content and the applicatiomakes available [91].
For example, the demand for online entertainment and welvding has exceeded
70% of the peak downstream traffic in the United States [153&cent traffic stud-
ies [78, 106, 144] show that a large fraction of Interneffita originated by a small
number of Content Distribution Infrastructures (CDIs). jmMaCDls include highly

popular rich-media sites such as YouTube and Netflix, OniekGllosters (OCHSs),

e.g., RapidShare, Content Delivery Networks (CDNs) suclilkeamai, and hyper-

giants, e.g., Google and Yahoo!. Gerber and Doverspikerg@rt that a few CDIs
account for more than half of the traffic in a US-based Tieattier.

To cope with the increasing demand for content, CDIs deplagsively distributed
infrastructures [111] to replicate content and make it ssitée from different locations
in the Internet [171, 4]. Not all CDlIs are built upon the sanhégsophy, design, or
technology. For example, a CDI can be operated indepenydanteploying caches in
different networks, by renting space in datacenters, ondilgling datacenters. Further-
more, some CDIs are operated by ISPs, some by Content Prgdocén the case of
Peer-to-Peer networks, by self-organized end users. Aowly, we give an overview
of the spectrum of CDI solutions.

CDils often struggle in mapping users to the best serverrdegss of whether the
best server is the closest, the one with the most capaciiyeane providing the lowest
delay. The inability of CDIs to map end users to the right sestems from the fact that
CDIs have limited visibility into ISP networks, i.e., a CDasiincomplete knowledge
of an ISP’s set up, operation, and current state. Thus, snbibk chapter, we propose
viewing the challenges that CDIs and ISPs face as an opptyrtua collaborate We
point out the opportunities and incentives for all partiesb4€; ISPs and end users—
to get involved. This collaboration may ultimately lead tajor changes in the way
that content is distributed across the Internet.

Accordingly, we review the proposed enablers and buildioghs for collaboration
ranging from the P2P oracle service, P4P, Ono, and PaDI8ettETF activities [11,
181, 39, 144, 119, 132]. To illustrate the benefits of coltabion between applications
and networks, we provide two use-cases: P2P and traffic eagitg. The main take
away is that substantial benefits for all involved partiesatainable.

Upcoming trends include virtualization and the Cloud. TFhé®nds offer new
ways of collaborative deployment of content delivery isfracture if combined with
the proposed enablers for collaboration. Accordingly, weppse Network Platform
as a Service (NetPaaS), which allows CDlIs and ISPs to co@pesfonly on user as-
signment, but on dynamically deploying and removing sexraeid thus scaling content
delivery infrastructure on demand.

We believe that ISP-CDN collaboration and NetPaaS can pigrdficant role in
the future content delivery ecosystem. Most of the collation enablers, however,
have not yet been deployed in the wild, and therefore onlyfthae will tell if the
Internet takes advantage of these opportunities.
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