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Abstract—We study the impact of heterogeneity of nodes, over minimum-cost routes, where cost reflects the transmission
in terms of their energy, in wireless sensor networks that are power expended. Under MTE, nodes that are near the sink act
hierarchically clustered. In these networks some of the nodes as relays with higher probability than nodes that are far from

become cluster heads, aggregate the data of their cluster members . . .
and transmit it to the sink. We assume that a percentage of the the sink. Thus nodes near the sink tend to die fast. Under both

population of sensor nodes is equipped with additional energy DT and MTE, a part of the field will not be monitored for a

resources—this is a source of heterogeneity which may result significant part of the lifetime of the network, and as a result
from the initial setting or as the operation of the network evolves. the sensing process of the field will be biased. A solution
We also assume that the sensors are randomly (uniformly) proposed in [4], called LEACH, guarantees that the energy

distributed and are not mobile, the coordinates of the sink and load i Il distributed by d icall ted clust .
the dimensions of the sensor field are known. We show that '020 IS Well distributed by dynamically created clusters, using

the behavior of such sensor networks becomes very unstableCluster heads dynamically elected according to a priori optimal
once the first node dies, especially in the presence of nodeprobability. Cluster heads aggregate reports from their cluster

heterogeneity. Classical clustering protocols assume that all the members before forwarding them to the sink. By rotating the

nodes are equipped with the same amount of energy and as agjster-head role uniformly among all nodes, each node tends
result, they can not take full advantage of the presence of node .
fo expend the same energy over time.

heterogeneity. We propose SEP, a heterogeneous-aware protoco )
to prolong the time interval before the death of the first node (we ~ Most of the analytical results for LEACH-type schemes are

refer to as stability period), which is crucial for many applications obtained assuming that the nodes of the sensor network are
where the feedback from the sensor network must be reliable. equipped with the same amount of energy—this is the case

SEP is based on weighted ele_ctlon probabllltle_s 'of each no_deof homogeneous sensor networks. In this paper we study the
to become cluster head according to the remaining energy in

each node. We show by simulation that SEP always prolongs the IMPact of heterogeneity in terms of node energy. We assume
stability period compared to (and that the average throughput is that a percentage of the node population is equipped with
greater than) the one obtained using current clustering protocols. more energy than the rest of the nodes in the same network—
We conclude by studying the sensitivity of our SEP protocol this is the case oheterogeneous sensor networks. We are

to heterogeneity parameters capturing energy imbalance in the . ‘s
network. We found that SEP yields longer stability region for motivated by. the fact t.hat there are a k.)t of appllcatlons
higher values of extra energy brought by more powerful nodes. that would highly benefit from understanding the impact of

such heterogeneity. One of these applications could be the
re-energization of sensor networks. As the lifetime of sensor
|. INTRODUCTION networks is limited there is a need to re-energize the sensor

network by adding more nodes. These nodes will be equipped

Motivation: Wireless Sensor Netyvorl_<s are networks of UN%ith more energy than the nodes that are already in use, which
battery powered sensor nodes with limited on-board process;

ng. storage and radio capabl_lmes [4]. Nod_es Sense arld_sqa ractical/cost constraints it is not always possible to satisfy
their reports toward a processing center which is called smli

he constraints for optimal distribution between different types

The design of protocols and applications for such networl6sf nodes as proposed in [5]

has to be energy aware in order to prolong the lifetime L . .
here are also applications where the spatial density of sen-
of the network, because the replacement of the embedded . . . :
L - Sors is a constraint. Assuming that with the current technology
batteries is a very difficult process once these nodes haye ) :
€ cost of a sensor is tens of times greater than the cost of

been deployed. Classical approaches like Direct Transm'SS'onbedded batteries, it will be valuable to examine whether the

and Minimum Transmission Energy [2] do not guarantee w Ifetime of the network could be increased by simply distribut-

balanced distribution of the energy load among nodes of the " . " X
. . o ng extra energy to some existing nodes without introducing

sensor network. Using Direct Transmission (DT), sensor node 1
o ) Hew nodes:
transmit directly to the sink, as a result nodes that are far

away fr‘?”? the sink WOF"d_ die first [3] On the Oth_er hand, Iwe also study the case of uniformly distributing such extra energy over
using Minimum Transmission Energy (MTE), data is routeg nodes. In practice, however, it maybe difficult to achieve such uniform
distribution because extra energy could be expressed only in terms of discrete

This work was supported in part by NSF grants ITR ANI-0205294, ElAbattery units. Even if this is possible, we show in this paper that such fair
0202067, ANI-0095988, and ANI-9986397. distribution of extra energy is not always beneficial.



Perhaps the most important issue is that heterogeneityotifister heads are elected in each round and as a result the
nodes, in terms of their energy, is simply a result of thiwad is well distributed and balanced among the nodes of the
network operation as it evolves. For example, nodes couligtwork. Moreover each node transmits to the closest cluster
over time, expend different amounts of energy due to the radiead so as to split the communication cost to the sink (which
communication characteristics, random events such as shagtens of times greater than the processing and operation cost.)
term link failures or morphological characteristics of the fiel®nly the cluster head has to report to the sink and may expend
(e.g. uneven terrain.) a large amount of energy, but this happens periodically for
Our Contribution: In this paper we assume that the sink igach node. In LEACH there is an optimal percentagg
not energy limited (at least in comparison with the energyletermined a priori) of nodes that has to become cluster heads
of other sensor nodes) and that the coordinates of the sinkeach round assuming uniform distribution of nodes in space
and the dimensions of the field are known. We also assuii3, [4], [6], [7].
that the nodes are uniformly distributed over the field and If the nodes arehomogeneous, which means that all the
they are not mobile. Under this model, we propose a newedes in the field have the same initial energy, the LEACH
protocol, we call SEP, for electing cluster heads in a distribut@eotocol guarantees that everyone of them will become a
fashion in two-level hierarchical wireless sensor networksluster head exactly once eve}gg—t rounds. Throughout this
Unlike prior work (reviewed throughout the paper and ipaper we refer to this number of rounds.-, asepoch of the
Section VII), SEP is heterogeneous-aware, in the sense thRistered sensor network. Pove
election probabilities are weighted by the initial energy of |nitially each node can become a cluster head with a
a node relative to that of other nodes in the network. Thigobability p,,;. On averagen x p,,; nodes must become
prolongs the time interval before the death of the first nodgster heads per round per epoch. Nodes that are elected to
(we refer to asstahility period), which is crucial for many pe cluster heads in the current round can no longer become
applications where the feedback from the sensor network Mygister heads in the same epoch. The non-elected nodes belong
be reliable. We show by simulation that SEP provides longgy the se(z and in order to maintain a steady number of cluster
stability period and higher average throughput than curreidads per round, the probability of nodesG' to become a
clustering heterogeneous-oblivious protocols. We also stugyster head increases after each round in the same epoch. The
the sensitivity of our SEP protocol to heterogeneity parametgfscision is made at the beginning of each round by each node
capturing energy imbalance in the network. We show that SER-  independently choosing a random number in [0,1]. If
is more resilient than LEACH in judiciously consuming thgne random number is less than a thresti(d) then the node

extra energy of advanced (more powerful) nodes—SEP yielgscomes a cluster head in the current round. The threshold is
longer stability period for higher values of extra energy.  get as:

Paper Organization: The rest of the paper is organized pore _

as follows. Section Il provides the model of our setting. T(s) = T popi-(r mod = if sedG 1)
Section Il defines our performance measures. In Secti_on v “Jo " otherwise

we address the problem of heterogeneity in clustered wireless _ _

sensor networks, and in Section V we provide our solutioihere r is the current round number (starting from round

to the problem. Section VI presents simulation results. W) The election probability of nodes & to become cluster
review related work in Section VII. Section VIII concludedheads increases in each round in the same epoch and becomes

with directions for future work. equal tol in the last round of the epoch. Note that by round
we define a time interval where all cluster members have to
Il. HETEROGENEOUSWSN MODEL transmit to their cluster head once. We show in this paper

In thi tion we describ r model of a wirel n how the election process of cluster heads should be adapted
S section we describe our mode! ot a WIreless Sens, propriately to deal wittmeterogeneous nodes, which means

network with nqdes heterogeneous in Fhe'r initial amount atnot all the nodes in the field have the same initial energy.
energy. We particularly present the setting, the energy model,

and how the optimal number of clusters can be computed.
Let us assume the case where a percentage of the populaBoroptimal Clustering
of sensor nodes is equipped with more energy resources tha
the rest of the nodes. Let be the fraction of the total number
of nodesn, which are equipped with times more energy than
the others. We refer to these powerful nodesadsanced
nodes, and the re$t —m) x n asnormal nodes. We assume
that all nodes are distributed uniformly over the sensor fiel

Brevious work have studied either by simulation [3], [4] or
analytically [6], [7] the optimal probability of a node being
elected as a cluster head as a function of spatial density when
nodes are uniformly distributed over the sensor field. This clus-
éering is optimal in the sense that energy consumption is well
distributed over all sensors and the total energy consumption
is minimum. Such optimal clustering highly depends on the
A. Clustering Hierarchy energy model we use. For the purpose of this study we use
We consider a sensor network that is hierarchically clusimilar energy model and analysis as proposed in [4].

tered. The LEACH (Low Energy Adaptive Clustering Hier- According to the radio energy dissipation model illustrated
archy) protocol [3] maintains such clustering hierarchy. Im Figure 1, in order to achieve an acceptable Signal-to-Noise
LEACH, the clusters are re-established in each “round.” NeRatio (SNR) in transmitting aih—bit message over a distance



If the distance of a significant percentage of nodes to the

Er, (Ld (L L b .
Lo (D =0 sink is greater tham, then, following the same analysis [4]
packet| Transmit . Receive packet .
" Electronics | | X Amplifier Electronics we obtain:

Eciec L eLd’ Eoied- [n /€
! : opt 2 L (3)
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Fig. 1. Radio Energy Dissipation Model.
9 ! gy bissipat The optimal probability of a node to become a cluster head,
opt, CAN be computed as follows:
d, the energy expended by the radio is given by: Popt P By
opt
L-Euee+L-epy-d? if d<dy Popt = = @)

Er.(l,d) = .

7= (b, ) { L-EBeaee+L-€mp-d* if d>dp The optimal construction of clusters (which is equivalent to

where E.;.. is the energy dissipated per bit to run théhe setting of the optimal probability for a node to become a

transmitter or the receiver circuit;, and e,,, depend on cluster head) is very important. In [3], the authors showed

the transmitter amplifier model we use, adds the distance that if the clusters are not constructed in an optimal way,

between the sender and the receiver. By equating the ti@ total consumed energy of the sensor network per round
expressions atl = do, we haved, = _ To receive an IS increased exponentially either when the number of clusters
that are created is greater or especially when the number of
the constructed clusters is less than the optimal number of
céusters Our simulation results confirm this observation in our
case where the sink is located in the center of the sensor field.

L—bit message the radio expenfig, = L Eelec

Assume an areal = M x M square meters over which
n nodes are uniformly distributed. For simplicity, assume th
sink is located in the center of the field, and that the distan
of any node to the sink or its cluster head<isd,. Thus, the
energy dissipated in the cluster head node during a round is Il. PERFORMANCEMEASURES
given by the following formula: We define here the measures we use in this paper to evaluate
the performance of clustering protocols.

o Stability Period: is the time interval from the start of
network operation until the death of the first sensor node.
We also refer to this period as “stable region.”

Instability Period: is the time interval from the death of
the first node until the death of the last sensor node. We
also refer to this period as “unstable region.”
Enonctr = L-Beee + L-€45 - d2 0y « Network lifetime: is the time interval from the start of
where d;,cg iS the average distance between a cluster operation (of the sensor network) until the death of the
member and its cluster head. Assuming that the nodes are last alive node.

Ecg = (% - ]-) L'Eelec+%L'EDA+L'Eelec+L'€fsd?oBS

wherek is the number of clusterd/p 4 is the processing
(data aggregation) cost of a bit per report to the sink, and
d;ops is the average distance between the cluster head and
the sink. The energy used in a non-cluster head node is equal
to:

uniformly distributed, it can be shown that: o Number of cluster heads per round: This instantaneous
e v=y A2 measure reflects the number of nodes which would send
; (2 + ) p(z, y)dzdy = — directly to the sink information aggregated from their
hoort = / /y 2k cluster members.

o Number of alive (total, advanced and normal) nodes
per round: This instantaneous measure reflects the total
number of nodes and that of each type that have not yet

wherep(z,y) is the node distribution.
The energy dissipated in a cluster per round is given by:

Ectuster ® Ecu + 3 EnoncH expended all of their energy.
The total energy dissipated in the network is equal to: « Throughput: We measure the total rate of data sent over
) ) the network, the rate of data sent from cluster heads to
Eior = L (QTLEelec +nEpa + €fs(kdips + "dtoCH)) the sink as well as the rate of data sent from the nodes

By differentiating E;,; with respect tok and equating to their cluster heads. )
to zero, the optimal number of constructed clusters can beClearly, the larger the stable region and the smaller the

found? unstable region are, the better the reliability of the clustering
process of the sensor network is. On the other hand, there is

Kopt = \/Z i — \/E 2 (2 a tradeoff between reliability and the lifetime of the system.

27 dyops 27 0.765 Until the death of the last node we can still have some
because the average distance from a cluster head to the égfdback about the sensor field even though this feedback may

is given by [7]: not be reliable. The unreliability of the feedback stems from
the fact that there is no guarantee that there is at least one
diops = / \/mldA = 0.765% cluster head per round during the last rounds of the operation.
A A 2 In our model, the absence of a cluster head in an area prevents

2|t is interesting to notice that the optimal number of clusters isindependé'?{‘y reporting about that area to the sink. T_he throth_pUt
of the dimensions of the field and only depends on the number of nedes measure captures the rate of such data reporting to the sink.
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would die in the homogeneous case wherein each node is
equipped with the same energy as that of a normal node
in the heterogeneous case. Furthermore, we expect the first
dead node to be a normal node. We also expect that in the
following rounds the probability of a normal node to die is

greater than the probability of an advanced node to die. During
the last rounds only advanced nodes would be alive. Our
expectations are confirmed by simulation results in Section
VI. We next demonstrate how such heterogeneous-oblivious
clustering protocol fails to maintain the stability of the system,
especially when nodes are heterogeneous. This motivates our
proposed SEP protocol presented in Section V.

A. Instability of Heterogeneous-oblivious Protocols

In this section we discuss the instability of heterogeneous-
oblivious protocols, such as LEACH, once some nodes die. In
this case, the process of optimal construction of clusters fails
since the spatial density deviates from the assumed uniform
distribution of nodes over the sensor field.

Let us assume a heterogeneous £ 0.2,a = 1) sensor
network in an100m x 100m sensor field, as shown in Fig-
ure 2(top). For this setting we can compute from Equation (2)
the optimal number of clusters per rounkl,,, = 10. We
denote with o a normal node, with+ an advanced node,
with - a dead node, withx a cluster head, and withx the
sink. As long as all the nodes are alive, the nodes that are
included in the same Voronoi cell will report to the cluster
head of this cell; see Figure 2(middle).

At some point in time the first node dies; see Fig-
ure 2(bottom). After that point the population of sensors
decreases as nodes die randomly. The population reduction
introduces instability in the sensor network and the cluster
head election process becomes unreliable. This is because
the value ofp,,: is optimal only when the population of
the network is constant and equal to the initial population
(n). When the population of the nodes starts decreasing, the
number of elected cluster heads per round becomes unstable
(lower than intended) and as a result there is no guarantee that
a constant number of cluster heads (equat top,,:) will be
elected per round per epoch. Moreover because there are less
alive nodes, the sampling (sensing) of the field is over less
100 nodes than intended to be.

Fig. 2. (top) A wireless sensor network: (middle) A snapshot of the The only guarantee is that there will be at least one cluster

network when all the nodes are alive; (bottom) A snapshot of tHiead per epoch (cf. Equation 1). As a result in the worst case,
network when some nodes are dead. in only one round per epoch all alive nodes will report to the

sink? The impact (quality) of these reports highly depends

IV. HETEROGENEOUSOBLIVIOUS PROTOCOLS on the application. For some applications even this minimal

The original version of LEACH does not take into conleporting is a valuable feedback, for others it is not. Clearly

sideration the heterogeneity of nodes in terms of their initifinimal reporting translates to significant under-utilization of

energy, and as a result the consumption of energy resourt¥s resources and the bandwidth of the application.

of the sensor network is not optimized in the presence of such-EACH guarantees that in the homogeneous case the unsta-

heterogeneity. The reason is that LEACH depends only on thi§ region will be short. After the death of the first node, all the
spatial density of the sensor network. remaining nodes are expected to die on average within a §n_1a||
Using LEACH in the presence of heterogeneity, and assufiimber of rounds as a consequence of the uniformly remaining
ing both normal and advanced nodes are uniformly distributég€ray due to the well distributed energy consumption. Even

!n Space, we e)_(peCt that the first node dies Of? averagerhis assumes every alive node is within communication range of a cluster
in a round that is close to the round when the first nodead.

L L L L L
0 10 20 30 40 50



number of alive nodes per round

when the system operates in the unstable region, if the spatii 100 ‘ : : ‘ ‘ ‘
density of the sensor network is large, the probability that & % coluton witout Sub-Epochs 02 s
large number of nodes be elected as cluster heads is significa | SEP m=02e=3 ||
for a significant part of the unstable region (as long as the s ]
population of the nodes has not decreased significantly.) h
this case, even though the system is unstable in this regior
we still have a relatively reliable clustering (sensing) process &
The same can be noticed even if the spatial density is low bu:f so- .
thep,,: is large. On the other hand, LEACH in the presence of 2 .
node heterogeneity yields a large unstable region. The reasc?
is that although all advanced nodes are left equipped witt =or 2l
almost the same energy, the cluster head election process
unstable and as a result, most of the time no cluster head
elected and these advanced nodes are idle.

In the next section, we introduce our new heterogeneous o —— b —— o Lol S e e
aware SEP protocol whose goal is to increase the stable regic.. number of rounds
and as a result decrease the unstable region and improvelghe3
quality of the feedback of wireless clustered sensor networké?'
in the presence of heterogeneous nodes.

70 T

60 : .
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. Performance of the fige solution.

number of cluster heads per round per epoch will be less than
n X popt. This problem can be reduced to a problem of optimal
V. OUR SEP FRoTOCOL thresholdI(s) setting (cf. Equation 1), with the constraint that
In this section we describe SEP, which improves the stal#ach node has to become a cluster head as many times as its
region of the clustering hierarchy process using the charaeitial energy divided by the energy of a normal node.
teristic parameters of heterogeneity, namely the fraction of

advanced nodesr{) and the additional energy factor between The Problem of Maintaining Well Distributed Energy
advanced and normal nodes)( Consumption Constraints in the Stable Period

In order to prolong the stable region, SEP attempts to .
maintain the constraint of well balanced energy consumption.If the same thlreshold is set for both normal and advanced
des with the difference that each normal nedé becomes

Intuitively, advanced nodes have to become cluster hedYf

more often than the normal nodes, which is equivalent toaaclusterhhegd O”CZ GVE% 'b(1+a'm) rOlunds r;]er epoch,
fairness constraint on energy consumption. Note that the n@\W)OI each a lvance no edcomes a CEStﬁr eﬁm @
heterogeneous setting (with advanced and normal nodes) HXES €very, - (1+a-m) rounds per epoch, then there is no
no effect on the spatial density of the network so the a priogHarantee that the number ,Of cluster hegds per _rgund per epoch
setting ofp,,¢, from Equation (4), does not change. On th&"" be nxpopt- Thg reason is that there is as!gnnflcant number
other hand, the total energy of the system changes. SuppB5&3S€S \r/]vhe_rﬁ thlsbnubr!?_ber can not be maintained per ro‘:(;‘d
that E, is the initial energy of each normal sensor. The ener%?r epoch with probability 1. A worst-case scenario cou

of each advanced node is théh - (1 + a). The total (initial) e the following. Suppose that every normal node becomes

energy of the new heterogeneous setting is equal to: a cluster head once within-the. fir%f;o_t (- .m)-rounds of
the epoch. In order to maintain the well distributed energy

n-(l—m)-E,+n-m-E,-(1+a)=n-E,-(1+a-m) consumption constraint, all the remaining nodes, which are
h | f th . dbyaf advanced nodes, have to become cluster heads with probability
So, the total energy of the system Is increased by a aCtorfffor the nextﬁ -m - (14 &) rounds of the epoch. But the

;Ln—(’)_rga‘_:;‘ t:;zeefl:)Sctr:r?)?:z\éeg]einstotrontgt(\aNs)r(II(siTgrI(;E:)ArCt:iEnlstc;{?c hresholdZ’(s) is increasing with the number of rounds within
P prop Sch epoch and becomes equal to 1 only in the last round

energy increment. In order to optimize the stable region of t?\?/hen all the remaining nodes become cluster heads with
system, the new epoch must become equ%lltg- (I+a-m)

probability 1.) So the above constraintok p,,; cluster heads

because the system hasm times more energy and virtually in each round is violated. Figure 3 shows that the performance

«-m more nodes (with the same energy as the normal nOde&‘)this ndve solution is very close to that of LEACH. In the

We can now increase the stable region of the sensor netwwé&t subsection, we introduce SEP where the extra energy of

by 1+a-m timesl, if (1) each normal node becomes"a CIl"St‘:’é{rdvanced nodes is forced to be expended within subepochs of
head once every— - (14 «-m) rounds per epoch; (ii) eachthe original epoch

advanced node becomes a cluster head exactlya times
everprt -(14+«-m) rounds per epoch; and (iii) the average o _

number of cluster heads per round per epoch is equalsto B Guaranteed Well Distributed Energy Consumption

Popt (Since the spatial density does not change.) Constraint {ipnstraints in the Sable Period

is very strict—If at the end of each epoch the number of times|In this section we propose a solution, we call SEP (Stable
that an advanced sensor has become a cluster head is not eflemition Protocol), which is based on the initial energy of

to 1+« then the energy is not well distributed and the averaglee nodes. This solution is more applicable compared to any



solution which assumes that each node knows the total energy=o] x=1]x=2 [x=3 [x=4 [x=5 [ x=6 [x=7 [x=8 [ x=9

of the network and then adapts its election probability to epoch

become a cluster head according to its remaining energy [8]x=o[x=1[x=2x=3 [x=4 [x=5 [x=6 [x=7 [x =8 [x =9 [x =1x'=1ilx =1dx=1dx =14x'=19

Our approach is to assign a weight to the optimal probability”— *>*>" sub-époch sub-epoch = sub-epoch
. . S | heter ogeneous epoch |

Dopt- This weight must be equal to the initial energy of each

node divided by the initial energy of the normal node. Let us . .

define asp,.... the weighted election probability for normalFig- 4. A numerical example for a heterogeneous network with

nodes, andp,q, the weighted election probability for theParametersn = 0.2 anda = 3, and pop; = 0.1. We define

z=1r mod ——,andz’ = r mod —1—, wherer is the

advanced nodes. current round. % Pnrm

Virtually there aren x (1 + - m) nodes with energy equal
to the initial energy of a normal node. In order to maintain the
minimum energy consumption in each round within an epoch, Thus the average total number of cluster heads per round
the average number of cluster heads per round per epoch n@st heterogeneous epoch is equal to:
be constant and equalto<p,,. In the heterogeneous scenario
the average number of cluster heads per round per epoch is
equal ton - (14 a-m) X p,., (because each virtual node hasvhich is the desired number of cluster heads per round

the initial energy of a normal node.) The weighed probabilitigger epoch. We next discuss the implementation of our SEP

- (1 =m) X Prorm + 1M X Pado = N X Popt

for normal and advanced nodes are, respectively: protocol.
P _ popt
"M T aem C. SEP Deployment

As mentioned in Section |, the heterogeneity in the energy
of nodes could result from normal network operation. For
example, nodes could, over time, expend different amounts of
) ) . energy due to the radio communication characteristics, random
_In Equation (1), we replacg,,; by the weighted probabil- oents such as short-term link failures or morphological char-
ities to obtain the threshold that is used to elect the clustgtieigtics of the fieldelg. uneven terrain.) To deal with such
head in each round. We define &¢s,,,,) the threshold for qierqgeneity, our SEP protocol could be triggered whenever
normal nodes, and(s.q,) the threshold for advanced nodes, certain energy threshold is exceeded at one or more nodes.
Thus, for normal nodes, we have: Non-cluster heads could periodically attach their remaining

( ) { Parm if s, €G energy to the messages they send during the handshaking

T Snrm) =

DPopt

—_— 1
1+oz-mx( +a)

Padv =

Pnrm

L=pnrm-(r mod 770) ) (5) process with their cluster heads, and the cluster heads could
0 otherwise

send this information to the sink. The sink can check the
heterogeneity in the field by examining whether one or a
certain number of nodes reach this energy threshold. If so,

. »~m then the sink could broadcast to cluster heads in that round
rounds of the epoch, arfi(snrm) is the threshold applied to the values forp,,, and p.q4», in turn cluster heads unicast

a population ofr - (1 — m) (normal) nodes. This guaranteeﬁhese values to nodes in their clusters according to the energy
that each normal node will become a cluster head exactly once . . .
each one has attached earlier during the handshaking process.

1 .
CVeTY e (1+0a-m) rounds per epoch, and that the average If some of the nodes already in use have not been pro-

P
numt;]e_r of cIuTtter helads that are normal nodes per round B%mmed with this capability, a reliable transport protocol,
epac .IIS qu?a (z' ( _(;n) zp’"m' have: such as the one proposed in [9], could be used to program such
Similarly, for advanced nodes, we have: sensors. Evaluating the overhead of such SEP deployment is
{ Padv if s,q0 € G a subject of our on-going work.

where r is the current roundG’ is the set of normal
nodes that have not become cluster heads within thetast

1—pado-(r mod —1—) (6)

Padv

T(Sqdv) = .
(sado) 0 otherwise

D. Numerical Example

whereG"' is the set of advanced nodes that have not becomeAssume tha0% of the nodes are advanced nodes
cluster heads within the IastlT rounds of the epoch, and0.2) and equipped witt300% more energy that other (normal)
T(sqav) is the threshold ap6|iéd to a population of- m nodes & = 3). Consider a population of a sensor network in
(advanced) nodes. This guarantees that each advanced ratlE00m x 100 field of 100 nodes. Thep,,; for this setting
will become a cluster head exactly once every- - 12  is approximately equal t0.104325 (using Equation 4). For
rounds. Let us define this period asb-epoch.’ it is clear Ssimplicity let us setp,,; = 0.1. This means that on average,
that each epoch (let us refer to this epoch as “heterogenedligrodes must become cluster heads per round.
epoch” in our heterogeneous setting) Has a sub-epochs If we consider a homogeneous scenario where each node
and as a result, each advanced node becomes a cluster h@gdinitial energy equal to the energy of a normal node,
exactly1+a times within a heterogeneous epoch. The averagfeen the epoch would be equal tg— = 10 rounds. In

t .
number of cluster heads that are advanced nodes per roundQ#rheterogeneous case, the extended heterogeneous ep(_)ch is
heterogeneous epoch (and sub-epoch) is equal o x p,q,. €qual to% = —L_ =16 rounds, and each sub-epoch is

Pnrm



number of alive nodes per round | Operation | Energy Dissipated |

100 T T T T T T
? Transmitter/Receiver Electronics Eciec = 50nJ/bit
+ LEACH m=0.10=2 /|

90f Data Aggregation Epa = 5nJ/bit/report
Transmit Amplifier
or if diops < do €fs = 10p]/bit/m2
20l 1 Transmit Amplifier
if diops > do €mp = 0.0013pJ/bit/m*
60
TABLE |

RADIO CHARACTERISTICS USED IN OUR SIMULATIONS

number of alive nodes
I
3
T

purpose of this study, this does not affect the behavior of our

SEP protocol. The radio characteristics used in our simulations
il & ] are summarized in Table |. The size of the message that nodes
top “‘W 1 send to their cluster heads as well as the size of the (aggregate)
o T TRE e~ e~ message that a cluster head sends to the sink is s#i0D

number of rounds bits.
B In the next subsections we simulate the heterogeneous-
, oblivious LEACH and our SEP protocol, in the presence of

heterogeneity in the initial energy of nodes. We evaluate the
behavior of both protocols in terms of the performance mea-
sures defined in Section Ill. We also examine the sensitivity
of SEP to the degree of heterogeneity in the network. We first
summarize our general observations:

« In a wireless sensor network of heterogeneous nodes,
LEACH goes to unstable operation sooner as it is very
sensitive to such heterogeneity.

o Our SEP protocol successfully extends the stable region
by being aware of heterogeneity through assigning prob-

‘ e abilities of cluster-head election weighted by the relative

0 1000 2000 3000 467)gu;be5régom:ﬂdiowoo 77000 ~ 8000 ~ 9000 10000 initial energy of nodes.

« Due to extended stability, the throughput of SEP is

Fig. 5. Number of alive nodes using LEACH in the presence of  g|so higher than that of current (heterogeneous-oblivious)

heterogeneity: (topyn = 0.1 anda = 2, and (bottom)n = 0.2 and clustering protocols.

o=1L « The performance of SEP is observed to be close to that

of an ideal upper bound obtained by distributing the

additional energy of advanced nodes uniformly over all
On averagen - (1 — m) X pnprm = 5 normal nodes become 9y y

cluster heads per round, and each one of them becomes a nodes_ in the sensor field. L

cluster head exactly once7with1mi rounds (one heterogeneous * SEP. 's more resilient than LEACH in judiciously con-
epoch.) Furthermore, on average,m x pug, < 5 advanced suming thelgxtra energy of. advanced nodes—SEP yields
nodes become cluster heads per round. The total humber of longer stability region for higher values of extra energy.
sensors that become cluster heads (both normal and advanced)

is equal t010, which is the desired number. Moreover eaclA. Results for LEACH

advanced sensor becomes a cluster head exactly once eve
sub-epoch and becomes a cluster héhd- o) times within
a heterogeneous epoche. each advanced node becomes
cluster head! times within a heterogeneous epoch.

number of alive nodes
@
3
T

equal to—1 . I&m — 4 rounds, as illustrated in Figure 4.
Popt +a

[?/he results of our LEACH simulations are shown in Fig-

re 5(top) form = 0.1 and « = 2. We observe that

EACH takes some advantage of the presence of heterogeneity
(advanced nodes), as the first node dies after a significantly
higher number of rounds (i.e. longer stability period) compared

VI. SIMULATION RESULTS to the homogeneous case:(= a = 0). The lifetime of

We simulate a clustered wireless sensor network in tBe network is increased, but as we will show later this does
field with dimensions100m x 100m. The total number of not mean that the nodes transniie(the throughput may be
sensors: = 100. The nodes, both normal and advanced, atew.) The reason is that after the death of a significant number
randomly (uniformly) distributed over the field. This mean§f nodes, the cluster head election process becomes unstable
that the horizontal and vertical coordinates of each sensor & as a result less nodes become cluster heads. Even worse,
randomly selected betweéhand the maximum value of the during the last rounds, there are only few rounds where more
dimension. The sink is in the center and so, the maximuthan one cluster head are elecfed.

distance of any node from the sink is approximatédyn (the
y bp ( 4For both LEACH and SEP, the length of the stable region obtained from

setting of Figure 2') The initial energy of a normal node is Sﬁ'{dependent simulation runs (i.e. starting from different random number seeds)
to Ey = 0.5 Joules—Although this value is arbitrary for the is pretty stable for the same valuessef and ..
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Fig. 6. LEACH behavior in the presence of heterogeneity: (a) Alive nodes per round; (b) Average number of cluster heads per round;
(c) Alive normal nodes per round; (d) Alive advanced nodes per round.

We repeat the same experiment, but now the heterogendityis means that in most of the rounds there is no cluster head,
parameters are set ta = 0.2 anda = 1, howeverm x o  so in our model the remaining nodes can not report their values
remains constant. Our simulation results are shown in Figucethe sink.
5(bottom). Although the length of the stability region (until the
first node dies) is pretty stable, LEACH takes more advantage
of the presence of heterogeneity manifested in a higher num erR%u”S for SEP
of advanced nodes. In this subsection we compare the performance of our SEP

In Figure 6, a detailed view of the behavior of LEACHprotocol to 1) LEACH in the same heterogeneous setting, and
is illustrated, for different distributions of heterogeneity. I12) LEACH where the extra initial energy of advanced nodes
Figure 6(a), the number of alive nodes is shown for ths uniformly distributed over all nodes in the sensor field. This
scenariose = 0.2, = 1) and n = 0.2, = 3). LEACH latter setting turns out to provide the highest throughput during
fails to take full advantage of the heterogeneity (extra enerdiie unstable region—we henceforth refer to it as FAIR (for the
as in both scenarios, the first node dies almost at the saffair” distribution of extra energy over existing nodes.)
round. Moreover, the normal nodes die in both cases very fasfigure 7(top) shows results for the casemf= 0.2 and
(Figure 6(c)) and as a result the sensing field becomes spaxse 1. It is obvious that the stable region of SEP is extended
very fast. On the other hand, advanced nodes die in a vagmpared to that of LEACH (by 8%), even though the gain
slow fashion (Figure 6(d)), because they are not elected vésynot very large. Moreover, the unstable region of SEP is
often as cluster heads after the death of the normal nodes (ahdrter than that of LEACH. What is more important to notice
thus they do not transmit most of the time)—this is because that the stable region of SEP is even greater than FAIR.
the election process for cluster heads has become unstdfilethermore the unstable region of SEP is slightly larger than
and the number of cluster heads elected are less than tiwat of FAIR, and the number of alive nodes per round in SEP
optimal number. Furthermore, as shown in Figure 6(b), whésvery close to that of FAIR.

a significant number of normal nodes are dead the averagéigure 7(bottom) shows results for the caserot= 0.2 and
number of cluster heads per round per epoch is less than ome= 3. Now SEP takes full advantage of heterogeneity (extra
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Fig. 7. Comparison between LEACH and SEP in the presence of h anﬂﬂw
heterogeneity: (topjn = 0.2 anda = 1, and (bottom)n = 0.2 and o 1000 2000 ° aoho 2000 5500 s 7d00
— 3 number of rounds
@ Throughput of the Network
400 T T T
. . . O LEACH m=0 a=0
energy of advanced nodes)—the stable region is increase + LEACH m=02 =3
. .pr . . . ° SEP m=0.2 a=3
significantly (by 26%) in comparison with that of LEACH.  *° ! o FAR 1
Again the stable region of SEP is greater than that of FAIR. ol ! |
The unstable region of SEP is shorter than that of LEACH, !
and the number of alive nodes under SEP is close to that ¢ | | i
FAIR. This is because under SEP, the advanced nodes follo\g \
the death process of normal nodes, as the weighted probabilit 2 2c0r- ! 8
of electing cluster heads causes the energy of each node to [§ 1
consumed in proportion to the node’s initial energy. " wor ; i
1
100 - ?‘ —
C. Throughput WM{WWMFWWWWMM
We assume that the available bandwidth over the sensc | | MHW |
network is not tight. Figure 8(top) shows the throughput ‘ A ey
from cluster heads to the sink. The throughput of SEP is ° 1000 2000 s o 5000 6000 7000

number of rounds

significantly larger than that of LEACH in the stable region
and for most of the unstable region. This means that becalres. ITIFOtUQhDUt Cﬁmp_a;gfong;twegn LE/;CE a;]dCISET in;hedpres-
H Ol heterogeneity wi = 0.2 anda = 3: (lop uster neads
ﬁ:;gﬁ:ﬁ rnetgﬁft (t::)u;t]zr;ﬁidlst |ir; rglzgevzzl:tr;]d%:;z;hﬁls; ;!L%%ﬁlk; (middle) Nodes to their cluster heads; and (bottom) Total for
A : : e whole network.

throughput of SEP is greater than that of FAIR during the

stable region and very close to that of FAIR at the start of the

unstable region. Moreover, the same results are observed in

Figure 8(middle) for the throughput of nodes to their cluster result the overall throughput of SEP is greater than that of
heads, as the cluster heads in the case of SEP are electedlitE ACH and FAIR during the stable region and close to that of
relatively more stable fashion during the unstable period. AAIR during the unstable region, as Figure 8(bottom) shows.
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P Length of stable region for different values of heterogeneity
D. Sensitivity of SEP 1600 ‘ : : ; : ‘ ‘

We study here the sensitivity of our SEP protocol, in terms O LEAcH JPS E
of the length of the stability period, by varying. and a. Mo Lo Faw T ]
Figure 9(top) shows the length of the stability region versus | - E;/E |
m x .. We found that the performance does not depend on thig — ol D U U R G
individual values ofn anda but rather on their product, which € oot SR SR « ]
represents the total amount of extra initial energy brought bys 2 -

advanced nodes. Figure 9(middle) shows the percentage gaz * ‘ ‘ il
in the length of the stability region over the casemof= 0
anda = 0, i.e. without the added energy of advanced nodes
Figure 9(bottom) shows the percentage gain in the length o~ .|
the stability region of one protocol over another.
We observe that, as expected, the stability period unde 200 1
FAIR increases linearly withn x «. On the other hand, the
stability period under SEP and LEACH increases faster bu % o1 o0z 03 04 o5 06 o7 08 oo
then more slowly beyond a “knee” point. Moreover, as far as reatve o) e enroy (1)

h of stabl

600~ o

Percentage of Stable Region Gain for each protocol for different values of heterogeneity

the efficient use of extra energy, the percentage gain in thi % ‘ ‘ w w w w w w
stability period is maximized under SEP for most values of _ | | ¢ Jinees" A
m X a. In all cases SEP outperforms LEACH. H L GanEAR) = =
Interestingly, both SEP and LEACH outperforms FAIR for & 7ol A R
small amount of heterogeneity (or a small number of advance<§ //
nodes)—SEP outperforms FAIR by up to 18% (when< o £ [ o 1
= 0.2), and LEACH outperforms FAIR by up to 11% (when &< // ,
m x a = 0.2). This is because these advanced nodes arsg A
uniformly distributed over the sensor field, and when they g *“f ]
elect themselves as cluster heads, their “extra” energy i:%w / - ,*/eff@/e’/j
consumed more judiciously than if some of this extra energy?
was distributed to all nodes (as in FAIR) which are possibly §”zof 7/ q
farther away from the sink. This gain over FAIR eventually a L/ |
vanishes when it becomes more beneficial to distribute som /
extra energy to the fewer normal nodes. o w w w L w w w w
) ) i 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
We also notice that the gain of SEP over LEACH increases relative total extra energy (a x m)

asm X a increases— SEP outperforms LEACH by up to 33% o Percen‘tage of Sta‘ble Reg\on‘Gam betwe‘en two profocols ford\‘fferentvalu‘es of heter?gene\ty
whenm xa = 0.9. The gain of LEACH over FAIR drops much 5 AN EACHFAR)

faster than that of SEP after the “knee” point. This indicatess ,| | uSaserran

that the management of the extra energy of advanced node¢s
can become difficult, more so for LEACH than for our SEP
protocol.

Our observations on the performance of SEP also hold fo
larger scale networks, where the distance between a larg2
percentage of sensors and the sink is more thanDue to
space limitation we only show Figure 10 as a representative
result.

rounds)

tween two protocol:

VIl. RELATED WORK

Percentage of Stable Region Gai

In addition to related work cited throughout the paper, in

30 I I I

this section we review specific prior studies that dealt with the ™% 01 0z 05 o4 05 06 o1 08 oo

relative total extra energy (o x m)

heterogeneity in energy of sensor nodes.
The first work that questioned the behavior of clusteringg. 9. Sensitivity of LEACH, SEP, and FAIR to degree of hetero-

protocols in the presence of heterogeneity in clustered wirelggseity in small-scale networks.

sensor networks was [8]. In this work Heinzelman analyzed a

method to elect cluster heads according to the energy left in

each node. The drawback of this method is that this decisiBgthod would be very complicated and very slow, as the

was made per round and assumed that the total energy leffggdback should be reliably delivered to each sensor in every

the network was known. The assumption of global knowledg@und.

of the energy left in the whole network makes this method In [10], Duarte-Melo and Liu examined the performance

difficult to implement. Even a centralized approach of thiand energy consumption of wireless sensor networks, in a field
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assume any prior distribution of the different levels of energy
in the sensor nodes. Furthermore, our analysis of SEP is not
only asymptoticj.e. the analysis applies equally well to small-
sized networks. Finally SEP is scalable as it does not require
any knowledge of the exact position of each node in the field.

We are currently extending SEP to deal with clustered
sensor networks with more than two levels of hierarchy and
more than two types of nodes. We are also implementing SEP
in Berkeley/Crossbow motes and examining deployment issues
including dynamic updates of weighted election probabilities
based on current heterogeneity conditions as well as the
integration of SEP with MAC protocols that can provide low-
cost information about the distribution of energy in the vicinity
of each node [13].

SEP code and research results are publicly available at
http://csr.bu.edu/sep.

heterogeneity in large-scale network€(@ nodes in arB00m x 300m
field.)
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