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Abstract
Today, a large fraction of Internet traffic is originated by
Content Delivery Networks (CDNs). To cope with the in-
creasing demand for content CDNs, deploy massively dis-
tributed infrastructures. Moreover, to minimize their cost,
content delivery networks perform their own traffic optimiza-
tion by assigning end-users to their servers. Such an assign-
ment is at large unaware of the network conditions and based
on inaccurate information on the location of the end-user.
Thus, users are not always assigned to the CDN servers that
provide optimal end-user performance. To improve user as-
signment especially from a performance perspective we pro-
pose and deploy a Provider-aided Distance Information Sys-
tem (PaDIS). PaDIS is a novel system that allows ISPs to
utilize their unique knowledge about the network conditions
and user locations to better assign users to servers. Our field
test results show that significant improvements in download
time up to a factor of four for content offered by popular
CDNs can be achieved when utilizing PaDIS.

Categories and Subject Descriptors
C.2.4 [Distributed Systems]: Client/Server; C.2.5 [Local
and Wide-Area Networks]: Internet

General Terms
Network Architecture, Measurement, Performance

Keywords
Content Distribution, Server Selection, DNS

1. INTRODUCTION
The Internet has evolved into a system where users are

able to generate and share large amounts of content with
friends and/or other users via applications such as online
social networks, video portals, One-click Hosters, Web ser-
vices, wikis, blogs, or P2P file-sharing applications. Multi-
media content, including photos, music, and videos, as well
as software downloads and updates, are together responsible
for most of the Internet traffic. Recent studies report that
HTTP is used to access this information and it accounts for

more than 50 % of the traffic [8, 10, 14, 4]. Among the major
causes for the current prevalence of HTTP traffic, we find the
increase of streaming content, e.g., offered byyoutube.
com, as well as the popularity of the content offered by One-
Click Hosters (OCHs) [2] such asrapidshare.com. This
popular content is hosted by the new “Hyper Giants” [8]
which include large content providers (CPs), such as Google
and Yahoo!, as well as Content Distribution Networks (CDNs),
such as Akamai and Limelight [6]. To keep the terminology
simple, we refer to different types of players in the content
delivery landscape, e.g., CPs, CDNs and OCHs, simply as
CDNs.

To achieve high levels of performance and scalability, CDNs
rely on distributed infrastructures. Some of them even have
deployed servers deep inside ISPs in more than 5000 loca-
tions throughout the Internet [9]. Others rely on placing a
large number of servers in data-centers across strategic lo-
cations in the Internet which provide good connectivity to
major ISPs [9, 7].

Today, CDNs have full control over the server selection
mechanism to direct end-users. Through this, they are able
to optimize their traffic flows, minimize their operational
costs and bring content closer to the end-user. Two tech-
niques to direct end-users to servers are used by CDNs. These
are DNS-based or work by HTTP redirection. Since HTTP
redirection yields a higher overhead and is more intrusive
into the architecture of the application than DNS-based schemes,
the latter is more widely used. The general architecture of
the DNS-based approach is presented in Figure 1.

From the viewpoint of the end-users and ISPs, the redirec-
tion schemes employed by existing CDNs have three major
limitations:

Network Bottlenecks.
Despite the traffic flow optimization performed by CDNs,

the assignment of end-user requests to servers by CDNs may
still result in sub-optimal content delivery performance for
the end-users. This is a consequence of the limited informa-
tion CDNs have about the network conditions between the
end-user and their servers. Tracking the ever changing con-
ditions in networks, i. e., through active measurements and
end-user reports, incurs an overhead for the CDN without
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Figure 1: A DNS-based server selection mechanism as-
signs end-users to servers whenever a request for content
hosted by the CDN is submitted. To retrieve the content
from the CDN, the end-user first resolves the hostname
associated with the content. Once the hostname is re-
solved to an IP address, a HTTP connection to the sup-
plied IP address is opened and the content is retrieved.
In detail, the following steps are performed:
(1) The end-user issues a DNS request to its configured
DNS resolver for the hostname associated with the con-
tent it wishes to retrieve.
(2) The DNS resolver asks the CDN DNS server for an IP
addresses resolving to the requested hostname.
(3) After the CDN has selected the servers based on the
IP address of the DNS resolver, it returns them to the
DNS resolver.
(4) The DNS resolver forwards the reply to the end-user.
(5,6) With the IP address the end-user retrieves the con-
tent via HTTP.

a guarantee of performance improvements for the end-user.
Without sufficient information about the network paths be-
tween the CDN servers and the end-user, any assignment
performed by the CDN may lead to additional load on ex-
isting network bottlenecks, or to the creation of new bottle-
necks.

User Mis-location.
DNS requests received by the CDN DNS servers originate

from the DNS resolver of the end-user, not from the end-user
itself. The assignment is therefore based on the assumption
that end-users are close to their DNS resolvers. Recent stud-
ies have shown that in many cases this assumption does not
hold [11, 1]. As a result, the end-user is mis-located and the
server assignment is not optimal. As a response to this issue,
DNS extensions have been proposed to include the end-user
IP information [5].

Content Delivery Cost.
Finally, CDNs strive to minimize the overall cost of de-

livering huge amounts of content to end-users. To that end,
their assignment strategy is mainly driven by economic as-
pects. While a CDN will always try to assign users in such a
way that the server can deliver reasonable performance, this
can again result in end-users not being directed to the server
able to deliver best performance.

To overcome the limitations of current CDNs, we design
and evaluate a Provider-aided Distance Information System
(PaDIS). PaDIS is a novel system operated by an ISP that
allows ISPs to improve end-user experience by utilizing in-
formation about the network bottlenecks and end-user loca-
tion. We believe that a system like PaDIS fills a gap in the
content delivery landscape, especially by taking into account
ISP constraints and end-user performance. Although PaDIS
is at the moment deployed as a platform for ISPs to improve
content delivery, on the long-term it is meant as a generic
platform to help both ISPs and CDNs to deliver content to
end-users. Therefore, we see PaDIS as an opportunity to
think globally about content delivery, by including the net-
work and its end-users in the picture.

In the remainder of the paper we describe the architec-
ture and deployment of PaDIS in Section 2. In Section 3,
we quantify the content delivery performance while using
PaDIS in the wild. We summarize the paper and discuss the
outlook of PaDIS in Section 4.

2. PaDIS
Today’s content delivery landscape is mostly unaware of

the information ISPs have about dynamic network condi-
tions and end-user location in the network. Through a Provider-
aided Distance Information System (PaDIS), we propose to
let the ISP influence the server selection by extending the
ISP DNS infrastructure. To improve end-user performance,
PaDIS leverages the server diversity of CDNs available through
the multiple locations from which a given content can be ob-
tained as well as network information only available to the
ISP.

We show that there is significant server diversity in the
currently deployed CDNs [13]. We find that more than 70 %
of the HTTP traffic in a large European ISP can be obtained
from at least three different network locations. We also find
that only seven CDNs are responsible for more than 50 %
of the HTTP traffic. Moreover, large-scale studies show that
popular CDNs allow end-users to download the content they
host from any server [15]. To leverage the available server
diversity, PaDIS uses network information only available to
the ISP to give recommendations on which server is best
chosen from a network perspective. Our evaluation of PaDIS
provides evidence that the knowledge of the ISP can improve
the CDN server assignment process by avoiding the current
limitations of DNS-based server selection.

PaDIS complements today’s content delivery landscape
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Figure 2: The incremental PaDIS deployment adds two
additional steps to the DNS resolution process: the DNS
infrastructure of the ISP forwards the authoritative an-
swer to the PaDIS server (4), which incorporates the an-
swer into the server diversity, ranks all available servers
based on the network information and then returns the
best server to the DNS resolver of the end-host (5) which
in turn forwards the answer to the end-host.

by adding an ISP optimization component. The main tasks
of a PaDIS server are:

1. Discover server diversity.

2. Maintain an up-to-date annotated map of the ISP net-
work.

3. Rank lists of available servers (discovered in 1) based
on the network map (available in 2).

PaDIS acts as an enabler for an ISP to take advantage of
the server diversity of deployed CDNs to improve end-user
experience.

2.1 Deployment
Deploying PaDIS inside an ISP is a two-step incremental

process. First, the DNS infrastructure needs to be modified
to be able to communicate with PaDIS. As ISPs often oper-
ate multiple DNS resolvers this has to be done step by step
to keep interruptions to a minimum. Furthermore, leverag-
ing the DNS process requires the end-users to utilize the ISP
DNS resolver instead of a third party DNS resolver, e. g.,
OpenDNS or Google DNS. To that end, we verify in a large
European ISP that more than 97 % of the customers use the
DNS resolver supplied by the ISP [13].

Second, PaDIS can be configured to influence the server
selection of all CDNs or only the server selection of some of
them, e. g., the most popular. Given that CDNs are responsi-

ble to deliver different types of content, e. g., real-time con-
tent, websites and/or bulk data, the administrator of PaDIS
can set diverse performance metrics for different CDNs.

In Figure 2, we present a possible PaDIS deployment, co-
located with the ISP DNS infrastructure. Three aspects are
important for a successful PaDIS deployment: transparency,
latency and server aggregation. It is challenging to obtain
the cooperation from the end-user as well as from the CDN.
Unless such cooperation is available, the PaDIS deployment
should be completely transparent to both. To achieve this,
PaDIS intercepts and modifies part of the DNS messages in-
volved in the server selection, without requiring neither the
user nor the CDN to change their current operation. More-
over, the communication delay between ISP DNS resolver
and PaDIS should be minimized to not harm end-user per-
formance. The best solution is to physically co-locate PaDIS
with the DNS resolvers. This co-location also allows PaDIS
to discover the largest possible server diversity of a CDN as
unveiled from the authoritative DNS answers. The larger
the population of users that utilize the ISP DNS resolver
the higher is the chance to discover a large set of candidate
servers even in small time scales.

In order to scale PaDIS with the growing requirements of
ISPs the architecture of our PaDIS prototype is designed, as
we show in the next section, to keep up with the request rate
of an ISP DNS resolver [13]. Moreover, the increase of the
overall DNS resolution time is negligible [13]. Also, every
PaDIS server has its own network feeds, enabling it to work
independent of other PaDIS instances, and thus removing
any overhead caused by synchronization.

2.2 Architecture
To achieve the tasks of PaDIS we propose an architec-

ture that comprises of aDiversity Discovery component, a
Network Monitoring component and aQuery Processing en-
gine. In Figure 3 we provide the architecture overview of
PaDIS.

Diversity Discovery.
Improving the assignment of end-users to servers requires

knowledge about the location diversity of content servers.
However, CDNs do not provide a list of the the content servers
they operate and their location. TheDiversity Discovery
component extracts CDN server diversity from DNS replies
observed by the ISP DNS resolver and applies aggregation
rules defined by the administrator of PaDIS. The Aggrega-
tion rules filter and build lists of IP addresses of servers able
to satisfy a user request for content. With this, they enhance
the choice offered to the query processing beyond the scope
of the individual DNS reply.

The Diversity Discovery component also acts as a proto-
col converter providing an interface between the ISP DNS
resolver and the other components of PaDIS. It speaks the
standard DNS protocol with the ISP DNS resolver, reducing
the needed changes in ISP DNS resolver.
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Figure 3: A DNS request from an end-user is processed
by the PaDIS enhanced DNS resolution as follows:
(1) The end-user sends a DNS request for CDNized
content that is optimized by PaDIS.
(2) The ISP DNS resolver forwards the request to the
appropriate authoritative DNS servers if the answer is
not in the cache.
(3) The ISP DNS resolver receives an answer of the
query, either from the authoritative DNS server or from
its own cache.
(4) The DNS answer is handed to the Diversity Discovery
of PaDIS instead of being directly forwarded to the
end-user.
(5) The Diversity Discovery enhances the DNS answer
with additional sources capable of satisfying the request
from previous, similar DNS answers that have already
been received. It then sends the complete list to the
Query Processor.
(6) The Query processor augments each source-
destination pair from the received list with information
from the Network Monitoring and hands each pair
separately to the Location Ranker.
(7) The Location Ranker returns the preference value
for the specific source-destination pair.
(8) Once all pairs have been given a preference, the list
of sources is sorted by the assigned preferences and is
sent back to the Diversity Discovery.
(9) The Diversity Discovery selects the top-ranked
sources (servers), generates a DNS reply and sends it
back to the ISP DNS resolver.
(10) The modified answer is handed back to the end-user.

Network Monitoring.
ISPs have very detailed and up-to-date information about

their own network infrastructure. Nonetheless, finding out
the overall network status involves several systems each one

responsible to monitor a part of the network status. TheNet-
work Monitoring component gathers information about the
state of the network from several sources and maintains an
up-to-date view of the network. It also provides an interface
for network status queries. The Network Monitoring com-
ponent consists of three sub-components:

• TheTopology Information component is responsible to
gather detailed information about the network topol-
ogy as well as link utilization, router load and topolog-
ical changes.

• TheConnectivity Information component uses routing
information from within the network and from other
ISP (i. e., through analyzing BGP messages) to allow a
mapping from the topology to paths in the network.

• TheNetwork Map Database component processes the
information of the other two components to allow fast
access to network information. It also abstracts the
topology from setup specific setting into an annotated
graph representation and pre-caches network paths along
with their properties.

Having ISP-centric information ready for fast access in a
database ensures timely response if a decision based on the
state of the network is required.

Query Processing.
TheQuery Processing component combines the informa-

tion about the server diversity as well as the up-to-date net-
work status to improve content delivery. Its function is to
calculate the preference of a given set of candidate sources
(servers) to reach a destination (end-user) while taking into
account the network conditions between the sources and the
destination. It comprises of two sub-components. TheQuery
Processor and theLocation Ranker.

• TheQuery Processor augments each source-destination
pair in the query with network conditions. Then, it
hands each pair individually to theLocation Ranker
to get its preference value. Finally, the list of source-
destinations pairs is sorted by its preference values and
handed back to the Diversity Discovery.

• TheLocation Ranker receives exactly one source-destination
pair along with the network conditions between them.
It applies a specific metric to be optimized, i. e., delay
or link utilization, to calculate a preference value.

PaDIS is not only a platform for content delivery opti-
mization. The modular architecture of PaDIS can be adapted
to arbitrary protocols and network environments. For ex-
ample, PaDIS currently gathers its information about server
diversity from DNS replies. Future versions of the diver-
sity discovery can also obtain it directly from the CDN or
a third party mapping system like ALTO [3]. Furthermore,
PaDIS currently aims at optimizing the HTTP traffic from
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CDNs. However, the actual HTTP connection is influenced
indirectly by the preceding server selection process through
DNS. Thus, PaDIS leverages the decoupling of the server
selection and the content transfer. Thus, it improves content
delivery independent of the protocol used for content trans-
fer. Moreover, PaDIS can be an enabler for collaboration
between different parties involved in the content delivery,
namely CDNs or other ISPs, to jointly improve their opera-
tion and end-user experience. It is also worth noticing that
PaDIS does not unveil any sensitive information about the
ISP operation to other parties.

3. EXPERIENCE WITH PADIS
To quantify the effect of PaDIS, we consider two differ-

ent CDNs. Our choice is driven by the large traffic volume
they carry in the major European ISP we consider. With the
help of anonymized packet level traces from the large Euro-
pean ISP, we select a large CDN, responsible for more than
20 % of the HTTP traffic in the studied ISP, with highly dis-
tributed caches that typically deliver small to average size
files. The second is a OCH, responsible for more than 15%
of the HTTP traffic in the studied ISP, relying on a multi-
homed data-center to deliver large size files to end-users.
Once the CDNs were chosen, we deployed vantage points
at residential locations with DSL connectivity in the large
European ISP that operates PaDIS and performed extensive
active measurements to evaluate PaDIS in the wild. The re-
sults presented here are representative of a much larger set
of experiments. More details can be found in [13].

For the CDN, we utilize the Diversity Discovery compo-
nent of PaDIS to extract the server diversity. The aggregated
rule we are using is based on the DNS redirection signature
of the CDN. We were able to identify more than 3500 unique
servers operated by the large CDN spread in over 124 differ-
ent network locations. A large fraction of these caches are
located within the studied ISP. Next, we randomly selected
one cache from each location in order to run our experiments
and confirmed that all the chosen caches all serve the con-
tent we are downloading for our measurement. Note that
most CDNs server all content from all their caches [15]. As
most of the files delivered by this CDN have small to av-
erage size, the download performance is dominated by the
end-to-end delay [12]. Thus, we use end-to-end delay as
the metric to rank caches in PaDIS. During the experiment,
we downloaded several files from all 124 chosen servers, as
well as from the server chosen by the CDN and the server
chosen by PaDIS. Figure 4 (top) shows the download time
of an average size object. We also plot the median download
time across all the 124 pre-selected caches. The reduction in
download time was up to a factor of four when using PaDIS.
When considering larger files, e. g., more than 10 Mbytes,
the improvement in download time is smaller as the down-
load performance is restricted by the network bandwidth on
the bottleneck link and the end-to-end delay becomes less
significant.
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Figure 4:
Top: Downloading a 510 Kbytes file distributed by a
CDN:
(recommended) download time when the cache recom-
mendation from the CDN is used,
(median) the download time of all available CDN caches
as discovered by PaDIS,
(PaDIS) download time when using PaDIS.

Bottom: Downloading a 50 Mbytes file from a OCH:
PaDIS utilizes the direct peering with OCH improving
the download time by a factor of four during the peak
hour.

We now turn our attention to the OCH. Using the same
approach as with the CDN, we were able to uncover that the
OCH servers are located in a single data-center. The OCH
is well connected to four large ISPs, including the large Eu-
ropean ISP that operates PaDIS. A closer look at the server
selection strategy of the OCH reveals that it assigns 60% of
the requests originated by the end-users of the studied ISP
to servers behind the direct peering with it regardless of the
time of day or the day of week. The remaining requests are
randomly assigned to the servers behind the peerings with
the other three ISPs. Knowing this, we set the ranking func-
tion of PaDIS such that OCH servers that are behind the di-
rect peering with the large European ISP are ranked higher
than the others. This way, PaDIS always prefers the direct
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peering. We performed an experiment where we repeatedly
downloaded content served using the different peerings of
the OCH. In Figure 4 (bottom) we plot the download time
of a 50 Mbytes file during the period of one week. The im-
provement of the download time was up to a factor of four
during the peak hour when the network resources are lim-
ited.

4. SUMMARY AND OUTLOOK
Content delivery networks serve a major portion of to-

day’s Internet traffic. To cope with the large traffic volume
they deploy large distributed infrastructures. Moreover,to
minimize their costs, CDNs perform their own traffic opti-
mization based on DNS redirection. CDNs can, to some ex-
tent, consider the user’s performance within their optimiza-
tion criteria. However, given the limited amount of infor-
mation they have about ISP networks and the location of
network bottlenecks, the ability of CDNs to consider ISP
constraints is limited. This constrains the CDNs ability to
optimally assign end-users to servers and thus offer the best
performance to them.

To improve end-user performance, we propose a solution
where the ISP operates a Provider-aided Distance Informa-
tion System (PaDIS). PaDIS uses information that is only
available to the ISP, in order to rank any user-server pair
based on network conditions and user location. As a result,
PaDIS utilizes the deployed CDNs infrastructure to improve
end-user performance. We evaluate PaDIS with different
providers and show that improvements in download times
of up to a factor of four are possible.

The expected gains from deploying PaDIS depend on sev-
eral aspects, such as the number of locations from which a
given content is available, the properties of the paths avail-
able between the servers and the end-users, as well as the
type and volume of the requested content. CDNs continue
to expand their infrastructures to keep up with the increas-
ing demand of traffic. Thus, the gain of deploying PaDIS is
expected to grow in the future as it can take advantage of the
increased server diversity exposed by the CDNs.

PaDIS leverages the decoupling of the server selection and
the content transfer, thus it is not restricted to DNS-based
server selection and "CDNized" traffic, but can be utilized
by any protocol. As part of our future work we would like to
investigate how PaDIS can be utilized to improve the content
delivery performance of applications that do not depend on
DNS as well as evaluating PaDIS in other ISPs.
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