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Abstract—It is envogue to consider how to incorporate var- energy efficiency is one of the main device and protocol desig
ious home devices such as set-top boxes into content deliverycriteria [10].

architectures using the Peer-to-Peer (P2P) paradigm. The hope In order to determine how to best reduce energy con-

is to enhance the efficiency of content delivery, e.g., in terms of fi in the Int tit i ial t ider h it i
reliability, availability, throughput, or to reduce the cost of the sumption In the Internet 1t1s crucial 1o consider how 1t 1S

content delivery platform or to improve the end user experience. actually used today, i.e., the application mix. Recentistuid
While it is easy to point out the benefits of such proposals they of the Internet application mix claim that P2P is the most

usually do not consider the implications with regards to the dominant application [11], [12], [13]. However, even more
energy costs. recent studies show that P2P is on the decline and that the Web

In this paper we explore the energy trade-offs of such P2P . S . L o
architectures, data center architectures, and content distribition is regaining its ground [14] with contributing more than 50%

networks (CDNSs) by building upon an energy consumption model to the OV?ra” traffic. Among'the reasons are the popularity
of the transport network and datacenters developed in the cormixt  of streaming content, e.g., videos from YouTube, as well as

of Internet TV (IPTV). Our results show that a CDN within an  of direct download provider, e.g., RapidShare. This higfitié

LSEZ'; i?!:iﬁgc{ﬂ'rré'%ey tg%fg’:rfma pﬁﬂrcfgf;:nrﬁ&?gﬁ \é\;ht”r?e that content distribution is an important contributor taldgs
service provider it increases the overall energy consumption. Internet traffic. Moreover, the pqpularlty Of user genedate
content as well as advent of High Definition TV (HDTV)

|. INTRODUCTION means that likely to increase [15]. However, there are rplglti

i , ways to distribute content and their relative popularityn ca
According to the Climate Group report SMART 2020 mchange, e.g., from the Web to P2P back to the Web. This

the Information and Communication Technology (ICT) seCtQf,otivates us to study the energy trade-offs of content egjiv
is currently responsible for 2% of the global emissions. &or architectures

over, it is expected to grow at a rate of 6% per year (long-term pqjhje architectures within the design space are based on
predictions claim a 10% growth [2]). The report also pointﬁ1e following concepts

out that going forward a rethinking of how we optimize forData center: A centrally managed pool of compute and

energy efficiency is needed. Indeed, energy usage has not Qi 46 servers with generally good Internet connectisity
become a top level political item [3] but also a hot topic i, single location

networking aqd sys_tems research as underlineq by a num%N: A centrally managed pool of compute and storage
of workshops including Hotpower'08, GreenMetrics'09, e servers with generally good Internet connectivity disitédl at

Networking’lo among others. ] ) strategically chosen locations throughout the Internetituin
The main approaches for saving energy in the contexf, gp.

of the Internet include tuming off unused devices [4], [Slpop architecture: A pool of clients that contribute their
aggregating traffic streams [5], [6], adapting rates [6J@K  yeocentralized managed compute and storage resources to a
planing and configuration [7] and consolidating usage, 8. gjstrihuted content delivery system, e.g., BitTorent, akey.
virtualization [8] or migration [9]. In addition, wheneveno-  rhere are two recent research trends involving such archi-
bile devices are involved, e.g., in wireless or sensor NEYIO (ot res: (a) to explore how to reduce the energy consumptio
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the problem from the ISPs to the home users.
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Il. NETWORK SCENARIO 10 ‘ ‘ ‘ ‘ ‘ ‘
- - -vendor 2
In order to develop an energy model we have to understand

the network components and their energy consumptions. In
this paper we focus on the DSL access network and use the
IPTV architecture as an example network architecture as it i
currently the only one involving the set-top boxes.

power per subscriber (in W)

A. IPTV network components

An IPTV network typically consists of three parts (a) the
storage and server components inside the network to stere th

content, (b) the transport network which includes the asces Yo w0 100 130 a0 %0 w0 a0 a0
aggregation, and backbone networks, and (c) the set-trpsbo
for delivering the content to the end-user. Figure 1 gives an Fig. 2. Power consumption per user in DSLAM.

example of a typical IPTV network of a major European ISP
utilizing VDSL as access technology. )
We assume that the set-top-boxes are connected to BhePower consumption of IPTV components
access network via VDSL. VDSL is an asymmetric technology To quantify the power consumption of the components
and typically offers downstream bandwidth of 25 Mbps, umf the above network we measured the power consumption
stream bandwidth of 5 Mbps, and is managed by the DSLAMf each of the components. Since the power consumption
The access network utilizes a redundant two stage aggoegatiepends on the equipment vendor we studied multiple devices
network based on carrier grade Ethernet-aggregation lsestc from multiple vendors. While there is a huge variation in the
Basic management service including termination of thesusgrower consumptior of different components the differences
PPP sessions is provided via a Broadband Network Gatewagtween vendors are small. Therefore, Table | only contains
(BNG) / Broadband Remote Access (BRAS) devices. Thgpical values of the base power consumption for each class o
BRAS is connected to the IP backbone via an edge routgvices. In addition, we also compute the energy consumptio
(LER). The IP backbone itself utilizes core routers. Thér communication by calculating the Energy Consumption pe
backbone is built utilizing optical transport technologyTN) bit (£Cb), see last column of Table I.
on the basis of wavelength multiplexing (WDM). Next, we discuss how the power consumption profile scales.
The content of the IPTV network is hosted in a welDSLAMs: While one might expect that the power consump-
provisioned data center. Such a data center is connectedidm per user is constant this is not the case for DSLAM
the IP backbone via another LER. In addition, some IPTkhe cards. Figure 2 shows how the power consumption per
platforms utilize caching and/or redistribution servevsdted subscriber changes with the number of subscribers. With
in the aggregation network. less than one hundred users the base power consumption
Given the different tasks of the different components it idominates. On the other hand the power consumption per user
natural that they offer different network capacities, riagg is almost constant once the utilization of the line card exse
from the throughput of WDM/OTN equipment @y py; = 30%. Given that we assume a well designed network we focus
3.2 Tbps to the upload capacity of set-top boxes witl},; = on the case of well utilized DSLAMs [29].
5 Mbps (the set-top-box capacity is limited by the DSLAMRouters: Consistent with the results from Chabarek et al. [7]
upload capacity). Table | contains a list of the typical cajies we found that power consumption is basically scales with the
of the above mentioned components. number of line-cards, number of ports, and number of acti-



vated subsystems. While power consumption is proportiodabd balancing, and fast replication under node failures or
to the traffic load this dependency is minimal. Thereforés it departures the proposal is to maintain more than the redjuire
justified to ignore this part in our initial energy study. minimum of three replicas [32]. To reduce the per box load
Data Centers: Typically, data centers are usually very welfor popular files and the overhead imposed by churn multiple
designed for redundancy, both in terms of physical prodecti boxes might be responsible for one ID and boxes might be
as well as server components and cooling, but not necessardsponsible for multiple ID ranges [33]. In addition, each
for energy efficiency. Nevertheless, it is currently poksito  object can be split in many pieces that are distributed acros
achieve Power Usage Efficiencies (PUE), i.e., (total ficili multiple boxes [34]. Accordingly, our evaluation studideet
equipment)/(IT equipment power), of less than two [17]. leases of 2, 10, and 100 replicas for a population of 10,000
order to not give an unfair advantage to data centers we ussers (set-top-boxes). Note that we refer to the total numbe
the PUE of2 for the rest of the paper. of replicas in the P2P network. Portions of the replicas can b
Set-top-boxes:Currently, set-top-boxes are low-end user destored in different set-top-boxes.

vice with integrated hard-disk. They are not yet optimized f In unstructured networks, e.g., Bubblestorm [35], one typ-
low power transmission, storage maintenance and/or vetrie ically maintainsy/N replicas of each object [36] to enhance
Therefore, while the power consumption itself is small theearching, improve availability of objects, and balancéeo
ECb is rather high, especially for the upstream. Moreovdnad.

significant power savings are possible by enabling the sIeEp

modus of the device or turning them off [24]. Energy Consumption Models

To derive the energy consumption models for the different
I1l. ENERGY CONSUMPTION OF CONTENT DISTRIBUTION content distribution architectures we combine the mode} pr
ARCHITECTURES posed by Baliga et al. [27] with a detailed model of the access
Given our understanding of the energy consumption of iftetwork (ADSL/VDSL technology). For this we assume that
dividual network components we now develop energy model® is the size of object (in bits) an) is the access frequency

for various content distribution architectures. (in number of downloads per hour).
We start with the data center architecture. The two key
A. Content distribution architectures parameter areR the number of servers in the network and

In order to develop the energy model we first have to revisf{ the average core network distance to the data center (in
the content distribution architectures to see how (a) tmtezg  NUmMber of hops). We only need the core network distance
is actually delivered to the users and (b) how reliabilitydanas the power consumption of the access network is captured
availability of the content is assured. separately. Typical values are two replicds < 2) and a hop
Data centers: The design of the data center architecture itseffistance less than 12#(= 12 due to the high redundancy).
should guarantee reliability and availability. Nevertred, we We refer to this model as DC. The enerdy consumed to
assume that there are two copies of each object (original a#fvnload a single file is:
backup) for load balancing and/or redundancy. Typicatg t

data center is located in the core of the network. p_ B Ppstam B -RPsp 4B <P5R>
CDNSs: Within the scope of this study we focus on a single ISP, 3600 CE7 s D Ssp = 3600 \Csr

Accordingly, we assume that the CDN has access to two (for

redundancy) identical CDN servers/caches at each location*B_ (3PES Pe 2 Ppp  (H+1)Pc H'PWDM)

Given that each server has limited storage capacity we presu 3600 \ Ces = Cc = Cpp Ce Cwpum

that the CDN will push popular objects close to the usergl)

while unpopular objects are pulled from the centralizedjiori  Interestingly, the same model also captures a distributed
servers using similar techniques than those used by egistitaching architecture (DCache) just with other paramefgrs.
CDNs, such as Akamai, Limelight, or Coral [30]. number of servers is larger, e.g?, = 10, while the replicas
P2P: While the architectures for data center and CDN arare closer to the access network and thus the hop count is
fairly simple there are many possible candidates for sgttismaller, e.g.,H = 3. Next, we note that a CDN is a hybrid

up a P2P based architectures on the set-top-boxes. Theyween a caching and a data center architecture (depending
differ regarding the number of maintained replicas and then the popularity of the object). As such it is the minimum of
mechanisms used for handling churn. The first fundamenthke two parameter settings of the data center and the caching
choices is to use a structured or unstructured approach. architecture.

In structured P2P systems based on distributed hashingrhe peer-to-peer energy model differs as the data has to tra-
(DHT), e.g., Chord [31], each object has an ID and each segrse the access network twice. On the other hand, the awsts f
top-box is responsible for a range of IDs. Each box maintaitise data center are eliminated. Assuming a reasonabldtiocal
O(logN) pointers to other boxes wheré is the population of of peers we get an average hop distancéfof 3. Regarding
the set-top-boxes in the network. In order to handle churnthe number of replicas this depends on the specifics of the P2P
has been proposed that each box also stores replicas of eéwvork as discussed above. We use valuer ef 2,10, 100
predecessor and the successor ones. To enable fast acteseflect a basic P2P network (P2P-base), a DHT based P2P
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Fig. 3. Energy costs for downloading a single movie¢ £ 1.8 GB) or patch  Fig. 4. Total energy costs for downloading movies (popufaitipf
(B = 50 MB, small plot) across access frequency. distribution o = 0.8) across access frequency.

network (P2P-DHT) with redundancy to handle churn, antcbmbines the advantages of the DC and DCache architecture is
an unstructured P2P network with higher redundancy (P2the overall winner. Even if we change the specific parameters
Bubble). Note, that our energy model includes all energys;osof the architecturesk or H, the overall observations hold.
especially those of the set-top-boxes, and not only thescost We note that all P2P architectures converge to roughly
of the ISP, namely the network and server costs. The enettne same energy costs per download. However, for unpopular

consumed to download a single file is: objects the costs for keeping the replicas are substantiat
also observe that even the ideal P2P architecture doesemt se
B B Ppsram n B Psrs B‘RPSTB+ to be able to beat the CDN even though our energy model

~ 3600 Clspan 3600 Ceh g D Ssps for the P2P architecture does not even include the cost of

maintaining the P2P network. The main reason is that each

4B (3PES yFPe  2-Prp  (H+DPc H'PWDM> object has to be transfered over two DSLAMs. Due to the
3600 \ Crs  Ca CprE Cec Cwpm limited upload capacity of each peer this increases theaisag
2) of the DSLAM which increases the energy costs. Given that
our energy model assumes well utilized DSLAMs this impact

IV. ENERGY COST TRADEOFFS is kept reasonable at the cost of reducing the availablefitene

To explore the energy trade-offs of the various differeraf the CDN architecture. Our observations are consistant
content distribution architectures we start our evaluatioth for different file sizes ranging from 1.8 Gigabytes to 50
two use cases: download of a high definition movies of siddegabytes.
gz 5%%%%1?{2? and a software update or patch of SIZ§ Total energy costs

So far we focused on the cost of a single object. But to
A. Per download energy cost justify a content distribution architecture we have to look

The initial step is to understand how the energy consumptiah multiple objects. Regarding their popularity measuneme
scales with the popularity of the objects under differentteat studies have shown that it is consistent with a Zipf distit
distribution architectures. Accordingly, Figure 3 showset e.g., for channels in IPTV [37] witlx ~ 0.8.
energy consumption per download (y-axis) as the populafity ~Accordingly, Figure 4 shows the overall energy consump-
the file (x-axis) increases for both use cases Hh@00 users. tion for a population of10,000 users andl0,000 objects
The first observation is that the energy cost decreases witith an object popularity ofa = 0.8. As expected the
increased object popularity. The main reason for this i¢ thanergy consumption is dominated by the popular objects.
caches become effective and the cost of storage is amartiz&dcordingly, it is not surprising that both data center and

For unpopular objects the data center architecture is tBe&Cache architectures are more energy efficient than the P2P
most energy efficient one. For popular objects the DCache arehitectures. As such we again expect the CDN architecture
chitecture is the best in terms of energy consumption. lddedo be the most energy efficient one.
there is a threshold in terms of number of downloads whenTo explore the impact of the differences in popularity we
it is better to cache an object closer to the user rather theary thea of the Zipf distribution and compute the total energy
pulling it from the data center. This is the threshold thagy arconsumption. Figure 5 shows the normalized total energy
CDN tries to realize. Accordingly, the CDN architecture alini consumption. Normalization is done with respect to the g@ner



HD Video

w
5\
=
o
o
o
o

w
T

|
|
\

—DC
2h - - -DCache

Normalized total energy cost (Wh)

=
5
T

- - P2P-base
——P2P-DHT
o P2P-Bubble

Fig. 5. Total energy costs for downloading movies acre@ssormalized by

the energy consumption of the CDN architecture.

12

11y

HD Video

=
2 -
p I
g 1 =
>
2
[
c
%09*
= —e—CDN
%087 —DC
T - - - DCache
g - - P2P-set-top PR
S I

07—~ - - T T T

0 0.2 0.4 0.6 0.8

Fig. 6. Total energy costs for downloading movies acressormalized by
the energy consumption of the CDN architecture (without thergy costs

for the set-top-boxes).

the benefits decrease. Moreover, recall that our current P2P
energy model does not account for the cost of updating and
maintaining replicas which is left to future work.

V. DIscussION ANDCONCLUSION

In this paper we study the energy tradeoffs of three differen
content delivery architectures: Data centers, CDNs, and P2
systems. We find that in terms of total energy costs CDNs are
the clear winner. However, an ISP can potentially minimize
its energy costs by incorporating the users set-top-baxes i
a P2P architecture. However, we believe that it is important
minimize the overall energy consumption rather than miggat
the problem to the end users. Moreover, in the future it isequi
likely that users will turn off their set-top-boxes so thia¢ tP2P
architecture will have to cope with high churn which imposes
extra energy costs for maintaining additional replicas.

So far our energy model assumes that the energy costs
are the same throughout. However, we plan to investigate to
what degree it is possible to further reduce the energy costs
of an ISP that uses a CDN architecture by distributing the
load across his data centers based on the dynamic prices
for energy in a similar manner as proposed by Qureshi et
al. [38]. Our future research agenda also includes the sbfidy
the corresponding energy costs when new access techrelogie
such as fiber-to-the-home are launched.
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